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Abstract

Atomic scalemodeling of stressand pairing e ects on dopart behavior
in silicon

Chihak Ahn

Chair of the Supervisory Committee:
ProfessorScott T. Dunham
Electrical Engineering

NanoscaleSi devicetechnology facesgreat challengesin many areas.Due to an ewer
shrinking designwindow, a better understandingof the detailed physical medanisms
that occur during fabrication is required. In this dissertation, we studied three main
topicsto nd promisingtechniquesbene cial for ultra shallav junction (USJ) forma-
tion. First, we studied stresse ects ondopart (As, Sb,P, Ga, andIn) di usion and As
activation. Usinga combination of density functional theory (DFT) and kinetic lattice

Monte Carlo (KLMC) simulations, the e ects of stresson dopart di usivit y werepre-
dicted and comparedwith previousexperimerts. Stresse ects werethe strongestfor
P, and P di usion wasanisotropicunder biaxial stress. As activation wasalsostudied
by consideringAs,,V clustersconceitration at the equilibrium state. Due to the small
induced strain, As activation is nearly stressindependen, consistetm with previous
experimerts. The secondtopic is co-doping e ects. Donor-acceptor (P-Ga, P-In,

As-In, As-Ga, and B-Sb) and acceptor-acceptor(B-Ga and B-In) interactions were
studied via ab-initio calculations. The dopart-dopant interactions were compared
with the Coulomb interaction basedon the monopole approximation. A signi cant

binding was obsened for donor-acceptorpairs and for someacceptor-acceptorpairs.

Basedon the formation energiesof singly- and multiply-b ound dopart complexeswe






calculatedthe dopart pairing coe cien ts and resulting enhancemets in the solubility
limit. The P solubility can be enhancedvia pairing with In and Ga. To the cortrary,
it wasfound that attractiv e binding betweenB and In worsensthe B activation dueto
hole localization. The nal topic investigatedwasB di usion in SiGeand dopart (B,
P and As) segregatiorat the strained-SiGe/Siinterface. We disproved the previously
suggested-Ge binding hypothesisand found that local Ge con gurations around B
causesigni cant changesin B migration barriers. Combining local Ge e ects with
global stresse ects, we predicted retarded B di usion in strained SiGeand compared
the results with previous experimerts. Finally, consideringdetailed electronic and
medanical properties of strained SiGe, the segregationratio for various doparts (B,

P and As) was calculatedand comparedwith experimertal results.
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Chapter 1
INTR ODUCTION

1.1 Background

Remarkably, Moore'slaw (Transistor density in a VLSI doublesevery 18 morths) has
remainedtrue for more than 40 years (Fig. 1.1). Today, the feature size of metal
oxide semiconductor eld e ect transistor (MOSFET) is well belov 100 nm and the
gate length is about 35 nm (Table 1.1). Hence,Si technology is the most signi cant
nanotedinology a ecting our everyday life. As the devicesizemovesdeeper into the
nano-scalemany challengingproblemsarise: gate oxide leakage,high sheetresistance,
lithographical limitation, and short channel e ects (SCE). In this dissertation, we
investigatevariousapproadesto enhancedopart activation and limit junction depth,
thusleadingto improvemer in SCE and seriesresistanceusing ab-initio calculations
and kinetic lattice Monte Carlo (KLMC) simulations.

The SCE occurswhenthe channellength becomessomparableto sourceor drain
junction depth, and causesa reduction in the number of chargecarriers cortrolled by
the gate and threshold voltages,eventually making the gate loseits switching ability.
To avoid SCE, an ultra-shallow junction (USJ) with high activation is required. How-
ewer, thereisatrade-o betweenjunction depth X; and sheetresistanceRs for a given
technology as shown in Fig. 1.2. Therefore, new techniques are required to reduce
the junction depth without increasingsheetresistancesigni cantly. Currently vari-
oustechnologiessud aslow energyclustered-dopah implant, rapid thermal process
(RTA), stressengineering,and co-doping, are being deweloped to adieve this goal.

In this dissertation, we will focus on stresse ects and pairing e ects sincethey are



Table 1.1: The required characteristic deviceparametersfor past, current and future
devicesfrom the 2006International Technolgy Roadmapfor Semionductors[13]

Year 2005| 2007| 2010 2013
DRAM 1/2 pitch [nm] 80 65 45 32
MPU printed gate length [nm] 54 42 30 21
MPU physical gate length [nm] 32 25 18 13
S/D extensiondepth [nm] 11 | 75 | 6.5 | N/A
S/D extensionsheetresistance] /sq] | 653 | 640 | 650 | N/A

relatively easyto be tackled using ab-initio calculations. We use density functional

theory (DFT) asan ab-initio method.

During the past decade,application areasof DFT have beenwidely expanded
beyond the traditional elds of applications, physics and chemistry, thanks to the
rapid growth of computing power. Now typical DFT codes(seeTable 2.1) canquickly
calculate the energyof tens of atom supercells,and its applications can be found in
mary other areas: material researt [21, 22], bio-sciencg23], and even geoscienc§?4).
DFT basedstressenergy calculations assaiated with dopart/defect di usions also

becameavailable in this period.

Stresse ects on dopart di usion and activation have beeninvestigatedfor more
than a decade[25, 26, 27, 28, 29, 30, 31, 32]. Howewer, most of the previous works
were basedon empirical models,and purely theoretical modelsbasedon DFT became
available only after the methodsto nd the minimum energypath (MEP) in reactions
were matured [33, 34, 35, 36. Sincethe climbing image nudged elastic band (ClI-
NEB) method [36] was successfullyimplemerted in DFT codes, the transition state
(i.e., the saddlepoint in an energy surface) could be found reliably. Then, Diebel
rst deweloped the technique to nd the induced strain tensor and sti ness tensor
from the energyvs. strain curve [12] for various dopart/defect structures, and this

technique was usedto predict the stresse ects on B diusion and activation [12].
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We apply the technique to many other doparts (P, As, Sb, Ga, and In), and extend
it to understand other e ects (e.g., local Ge e ects on B diusion). Theseresults
can be employed to improve the predictability of modern processsimulators sud as
Senaurus [37]. Parameter tting techniqueswith cortinuum modelscan not provide
satisfactory descriptionsfor the dopart/defect behavior in Si lattice any more asthe

devicesizeapproatesthe fundamertal physical limit.

1.2 Chapter organization

Chapter 2 givesa generaloverview of the methodology usedin this work. Basic prin-
ciplesof DFT, generalstressenergymodel, and kinetic lattice Monte Carlo (KLMC)
methods are explained. Determining the inducedstrain ( ~), the key factor in study-
ing stresse ects, is alsoexplainedin Chapter 2.

There are three main topics in this dissertation and the rst oneis stresse ects.

Stresse ects on dopart di usion and activation are preserned in Chapters 3 and 4.



Stresse ects becomemore important in modern ULSI technology, sincethey can be
employed to improve various material properties. Uniaxial stresshas beenemployed
in MOSFET devicessincethe 90 nm node technologyto improve carrier mobility [38§].
Anisotropic stressreducesinter-band scattering by lowering the degeneracyof 6-fold
conduction band minima and 3-fold valenceband maxima and can also reducethe
conductivity e ective massof chargecarriersin the transport direction (especially for
holes),which in turn resultsin higher carrier mobility. In addition, properly applied
stress can suppressdopart diusion [39 and enhanceactivation [40. Therefore,
understanding stress e ects can provide more room for further MOSFET scaling.
Basedon the methods addressedn Chapter 2, stresse ects on dopart (P, As, Sb,
Ga, andIn) di usivit y arediscussedn Chapter 3and stresse ects on As activation are
presened in Chapter 4. Whenthe inducedstrain at the transition state is asymmetric,

KLMC simulations are performedto predict stresse ects on doparts di usivit y.

The secondtopic is pairing e ects. Pairing e ects between co-doparts can be
utilized to achieve USJ with a high active dopart concertration. In modern ULSI
technology, heavily co-dopedregionsfrequertly occur, andit is obsenedthat cournter-
doping canbe bene cial for reducingjunction depth [41, 42,43]. In addition to strain
compensationbetweenlargeand small atoms, strong binding energymay be bene cial
for increasingthe dopart solubility limit via multiple binding. Chapter 5 answersthis
question and also exploresthe possibility of bene ts from pairing e ects between
similar doparts.

The last topic is dopart di usion and segregationin SiGe. SiGecan be usedasa
stresssourceand a ect dopart redistribution during processingoecausehe 4% lattice
constart mismatd betweenSiand Ge canproducesubstartial stressand changeband
structure signi cantly in epitaxially grown Si; ,Ge, layers[44]. Retarded B di usion
in strained SiGehasbeenreported by many authors [45, 46, 10, 9]. Howe\er, there is
no consensu®n an explanation of this phenomena.Kuo et al. concludedthat strain

e ects are not signi cant [45 and others found that B-Ge binding is insigni cant as



well [47]. We suggestan explanation for retarded B di usion via DFT in Chapter 6.
In Chapter 7, another important phenomena,dopart segregationat the interface of
Si/strained-Si; 4Gey, is discussed.We investigate detailed Si; yGe, band structure
and elastic properties. Basedon theseresults, the segregationratio is predicted asa
function of Ge fraction, and the theoretical prediction is comparedwith experimertal
obsenations.

The nal chapter summarizesthis dissertation and suggestsfuture directions of

researa.



Chapter 2

METHODS

As the size of ULSI devicesreadesthe sub-100nm regime, there has beenin-
creasingdemand for processmodeling basedon fundamertal physical medanisms,
and a lot of e ort has beenmadeto satisfy these demandsin corvertional cortin-
uum processsimulators. Ab-initio methods have played a critical role in thesee orts
and achieved great successn nding physical medanisms of dopart di usion and
deactivation. As the foundation of the modeling hierarchy [12], ab-initio calculations
provide fundamenal parameterssud asdefectformation energiesdopart migration
energy barriers, and volume expansioncoe cien ts due to dopart/defect. Howe\er,
due to the lack of computing power currerntly available, there are limitations on the
feasibility of using ab-initio and molecular dynamics (MD) techniquesto simulate
atomic transition processe®n a practical time scale. Kinetic Monte Carlo (KMC)
and kinetic lattice Monte Carlo (KLMC) simulations play the role of bridge between
ab-initio and cortinuum model. A more detailed explanation of modeling hierarchy
(Fig. 2.1) can be found in Ref. [12].

2.1 Densit y functional theory

The ab-initio method we useis basedon density functional theory (DFT). In this

section,the basicconceptsof DFT are summarized.



X
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~

Figure 2.1: Hierarchy of various modeling techniques. Ab-initio provides basic pa-
rametersto higher level techniquesand MD and KMC (or KLMC) bridgesthe large
gapin time scaleand systemsizebetweenab-initio and cortinuum.

2.1.1 Born-OppenheimerApproximation

In the nonrelativistic regime, a physical system composedof N atoms with atomic

number Z can be describted by the Scredinger equation:

|qtotal ( Lt R) = Eoal ( L R) (2-1)
W o2 XN p 2 N 72 ZNN %N
lqtotal = ri ri + Z_ i + i;(Z.Z)
P2 i 2 g Ri i IRy Bl g T

wheret and R are the position of electronsand nuclei, respectively. Solving Eq. 2.1
analytically is almost impossibledue to the complexity of the interactions, and even
nding a numerical solution for Eq. 2.1 is extremely di cult sincethe required com-
puting power increase®xponertially with the number of particles. Therefore,multiple
steps of appraximation must be made. The rst is the Born-Oppenheimerapprox-
imation, by which the electronic wave function is separatedfrom the nuclear wave

function:

( 5R)= | (R) o(~R): (2.3)



This separationis justi ed by the fact that the electronicmotion is much faster than
nuclear motion. As a consequenceglectronic wave functions depend only on nuclear
positions (the nuclei remain at xed positions), and the nuclei seea smeared-out

electron potential. Then, the Sdredinger equation can be separatedas

|qe e(tsR) = Ee o(KR)
KN P2 RN Z KN 1
He = i = = 2.4
P2 i i IR 1‘1]+i<j i @4
W ((R) = E (R
— >(\‘ Zz-
R = R (2.5)

i<j

The total energyof the systemis the sum of electronand nucleus-mcleusinteraction
energies,and the latter is simply the Coulonb interaction between nuclei at xed

positions. Therefore, nding the total energyis simpli ed to solving Eq. 2.4.

2.1.2 Hartree-Fock Approximation

In the Hartree-Fock (HF) appraximation, Eq. 2.4is solved by a self-consisten method
with an anti-symmetrized Slater determinart asthe initial trial solution, which is given

by

1(f1) 2(F1) o zn (F1)
HF = 1 1(f2) 2(f2) i zn(r) (2.6)
(ZN)! : : :
1(fzn)  2(Fzn) it zn(fFzw)

Applying the variational principle givesthe HF equation:

&N 1
ESF = Hi+ S Ky) 2.7)
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where
2
Z
H, = i (F) ﬁ o . z -7 i(r)dr (2.8)
2 i iR
[
Vext ()
ZN Z Z
= () () () j(R)dadr 29)
j 12
ZN Z Z
K, = () ()7 () | ()drc (2.10)

i
The K; term introducesnon-locality, which makesthe HF appraximation a non-linear

"self-consistet eld" method. It is more clearly seenwhen the Coulomb operator J;

and the excdangeoperator K; are de ned as

Zg(N 7 L 3
Ji(r)f (r) = 4 i(F2) (Fz)r—dF25f (f1) (2.11)
2 ! 2o
%N Z 1
Ki(ﬁ)f (F) =4 i (F)f (1“2)6sz5 i(F1): (2.12)

j
In Eq. 2.12, the result of K(r;) operating on f (1) can be obtained only when f (¥

is known everywhere.

2.1.3 Kohn-ShamTheory

DFT is basedon the Hoherberg-Kohn (HK) theorem of which the basic conceptis

that the electrondensity (+) is uniquely determinedfor a given external potential.

Vext (f') ! (F') ! ( f') (2-13)
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The HK theoremalsostatesthat \There existsan energyfunctional of electrondensity

that is minimal for the ground state energy"' The energyfunctional is given by

z
Vext (F)dr+ F[ (F)] (2.14)

E[ (M)]

FL(F)] T (B] + Vee (F)]; (2.15)

where T[ (r)] is the kinetic energyand Ve[ (¥)] is the electron-electroninteraction
energyincluding electron-electronrepulsionand all other quartum e ects. The func-
tional F[ ()] is universal sinceit doesn't depend on external potential. Therefore,
if the exact functional F[ ()] is found, the HK theoremcan descrile the systemex-
actly. Unfortunately, there is no known way to nd the exact functional. Kohn and
Shamclewerly introduceda ctitious non-interacting electronsystemgiving the same
ground state electron density asthe true physical system. Introducing the ctitious

systemleadsto the Kohn-Shamequation:

N ® (= 0 (2.16)

Z (9
Ve (F') = Vext (F') + 7dr0+ ch(F') (2-17)

I

where
g(N

(M= | 1GIE (2.18)

_ Exl (M]
Ve (F) = — 5 (2.19)

The exdange-correlationenergy E,[ (r)] is the key in DFT and links the non-

interacting electron systemto the physical system.

Exe = TIM] TsL (M]+ Ve (F)] UL (F)] (2.20)
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gN Z r2

L] = i (1) - i(F)dr (2.21)
_ 177 (M

Ul (1] = > WdFOdF (2.22)

where Tg[ ()] is the kinetic energyof the non-interacting systemand U[ (+)] is the
repulsionenergybetweenelectrons. The greatadvantage of DFT over the HF method

is in the locality of the DFT functional.

The total energy of the systemcan now be written in terms of the sum of KS

eigervalues:

N z
Ee i UL(MI+ Exel (R Vie () (1)dr (2.23)
W72
Etota = Ii—” + Ee! (2.24)

i<j

While the non-interacting model simpli es the equationsetto be solved, it resultsin a
lossof physical meaningof a singleorbital: The wave function () doesn't represen
the orbital of a single electronin the physical systemand the physical meaning of
single particle energyis not clear. In addition, DFT cannot predict excited states
even whenit predicts the correct ground state of a given system. That is why DFT

is known as a ‘ground state theory.’

2.1.4 Variations of DFT

SinceDFT wasestablisheda lot of e ort hasbeenmadeto nd animproved Ey.[ (F)]
and marny varietiesof DFT have beendeweloped. A detailed history of functional de-
velopmern isgivenin Appendix A. The simplestoneis the local density appraximation
(LDA) whereE,.[ (r)] is approximated asthe exdiangefunctional of a homogeneous
non-interacting electrongas[48. LDA can be extendedto accourt for the di erence

between spin-up and spin-donvn electron densitiesto give the local spin density ap-
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proximation (LSDA). While the assumptionof homogeneou®lectrondensity givesa
simple form of E4.[ ()], it setsa limit in describingphysical systemswith varying
electrondensity in space.Additionally, in spite of great successn many calculations,
LDA wasnot popular in quartum chemistry becausat couldn't achieve the so-called
“chemical accuracy' (1 kcal/mole 0.0434eV/particle). Thus there has been much
e ort to improve LDA by re ecting spatial variation in the electrondensity and other
factors. The initial attempt was the so-called ‘gradient-expansion approximation'
(GEA) in which the lowest-ordergradiernt term was addedto LDA E,.[ (r)]. How-
ewer, this correction rarely improvesthe LDA and is generally worse. Higher-order
gradiert correctionwasrealizedin the generalizedyradiert appraximation (GGA) [49.
The GGA exdange-correlationfunctional E,.[ ()] is a generalfunction of () and
r(r):

Z
ESCAL (9]=  f( (®)r (M)de (2.25)

Unlike LDA, there are many avors of GGA depending on the method usedto
construct a function f ( (r);r (r)). Among the many GGA functionals, PBE [50],
PW91 [5]], and BLYP [52, 53 are widely-used. GEA and GGA exdange-correlation
functionals are semi-lccal potertials in that the density value nearlocal point is con-
sidereddueto ther (r) term. GGA functionals are further improved in meta-GGA
where Kohn-Sham kinetic energy density is considered,and in hybrid functionals
sud as B3LYP [54 (combination of LYP [52] and B3 [55]) and PBEO [56], where
the Hartree-Fock exchangeterm is conbined with the standard DFT functional. The
hybrid functionals and meta-GGA functionals are also called orbital functionals due
to the dependenceon kinetic energydensity and a conbination of orbital functionals.
The self-irteraction correction (SIC) is another important orbital functional dewel-
oped to remove self-irteraction energy for a single electron system[57]. It can be

conmbined with any type of GGA functional. Fig. 2.2 shows the hierarchy of DFT
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: fully non-local (unoccupied orbitals)

: hybrid functionals (occupied orbitals)

: meta-GGA (kinetic energy density)

: GGA (gradient of density)

: LDA (local density only)

Figure 2.2: Left: \Ladder to Paradise"by St. John Climacus (15th certury, Lenin
Library, Moscav). Right: Heirarchy of DFT functionals basedon John Perdew's
presemation at DFT symposiumin Menton, France.

functionals. There is still a lot of ongoinge ort to readh "Heaven'.

2.1.5 Implementation of DFT in VASP

In DFT, Eg. 2.16 should be solwed self-consistetly to get total energyof a system.
Therefore,DFT is inherertly a numerical method and thus many approximations are
involved in its implentation. There are many di erent DFT codesdepending on the
basissetsusedto descrike electronicwave functions and the appraximation method of
the potential (Table 2.1), and they fall into two major groups: plane-wave basissets
and local basissets. Fig. 2.3 shows the basicalgorithm of a typical plane-wave basis
code, VASP (Vienna Ab-initio Simulation Padage) [58, 59, 6(. With local orbital
basis sets, calculations can be done with relatively small number of basisfunctions,

and it is possibleto implemen linear-scalingDFT methods in which the required
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Table 2.1: Various DFT codes. They can be classi ed astwo major groups depend-
ing on the employed basis sets: local orbital basis codes, plane-wave basis codes.
(Source: Ref[14]). PAW=pro jector-augmened wave method [15], LAPW=linearized
augmerted plane-wave method [16].

Name | BasisSet | Potertial | Web Site
Plane Wave PP codes
ABINIT Plane wave PP, PAW www.abinit.org
CASTEP Plane wave PP www.tcm.phy.cam.ac.uk/castep/
CPMD Plane wave PP www.cpmd.org/
Cacam Plane wave PP dewww.camp.dtu.dk/campos/Dacapo/
FHImd Plane wave PP www.fhi-berlin.mpg.de/th/fhimd/
PWscf Plane wave PP www.pwscf.org/
VASP Plane wave PP, PAW cms.mpi.univie.ac.athasp
PP Codes with Other Basis Set
Quickstep | Gaussian+ PP cp2k.berlios.de/quikstep.itml
plane wave
SIESTA Local/numericl | PP www.uam.es/departametos/ciencias/

smateriac/siesta
All-Electron Codes

CRYSTAL | Local all-electron | www.crystal.unit.it

FPLO Local all-electron | www.ifw-dresden.de/agtheo/FPLO
Gaussian03| Local all-electron | www.gaussian.com

ADF Local all-electron | www.scm.com

DMol Local/numerical all-electron | people.veb.psi.¢v/delley/dmol3.html
FLAIR LAPW all-electron | www.uwm.edu/ weinert/ air.h tml
QMD- LAPW all-electron | apw.com

FLAPW

WIEN2K LAPW all-electron | www.wien2k.at

computing resourceis linearly scalingto the number of atoms [14]. On the other
hand, in plane-wave basiscalculations,the atomic relaxation is straightforward with
the Hellmann-Feynmantheorem [61, 62], and the calculated forcesand stressesare
guite accurate. Thus we usedthe plane-wave basiscode, VASP, in our calculations

where the induced strain is the critical parameter (see Section2.2). In plane-wave
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basis calculations, the core electronsare treated as a part of an ion to adiewve ba-

sis set corvergencewith a practical number of basisfunctions, and the electron-ion

interactions are descrilked with pseudo-mtertials (PPs).

When performing practical calculations,we shouldcarefully choosethe parameters

to achieve a suitable compromisebetweenaccuracyand speedof calculationsdueto a

trade-o betweenaccuracyof the calculation result and numerical e ciency. Hence,

a cornvergencetest for major parametersis required to justify the results. In our

calculations, the three major parametersa ecting corvergenceare energy cut-o ,

R-point sampling, and supercell size.

(a) Energy cut-o

In plane-wave basisDFT code, electronicwave functions are expandedby a lin-
ear combination of plane waves. As with Fourier expansionsof a function, the
more plane waves that are included, the more accuratethe acquiredresult is.
Howewer, sinceonly a limited number of plane wavescan be included in practi-
cal calculationsdueto the limitations of computing resources,nding minimum
number of plance-wavesbasisset simultaneously satisfying corvergencerequire-
mert isimportant for e cien t calculations. In VASP, the number of planewaves
is determinedby the energycut-o . Weusearelatively largeenergycut-o since
stressenergyis a major factor in our DFT calculationsand the error tolerance
must be much smaller than the typical stressenergy A slightly larger value
than 1:3 ENMAX, as suggestedor stresscalculationsby VASP [6(), is used.
Whene\er B is involved in formation energycalculation, all energytermsin the
equation are obtained with a 340 eV energycut-o. Otherwise, 250 eV was
used. The convergencetest for this choice of energy cut-o was reported in
Ref. [12].

(b) K-point sampling.

In DFT free energycalculations,we frequerlly encouner integration of a func-
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Figure 2.3: Basic algorithm of the DFT code VASP. There are two di erent kinds
of iteration loops: electroniciteration and ionic iteration. Each iteration endswhen
convergenceconditions set by the userare satis ed.
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tion over the rst Brillouin zone(BZ), and this integration is approximated asa
summationover the speci cally chosendiscretek-points. Finer RK-point grids can
reducenumerical error, but consumemore computing resources.Sincethe vol-
umeofthe rst BZ is inverselyproportional to that of the supercell, the K-point
meshand supercellsizeshould be consideredsimultaneouslyfor the corvergence
test. In 64 atom supercellsbasedon Si, 22 Monkhorst-Pad [63, 64, 65] R-point

sampling shawvs good corvergencebehavior (Ref. [12]).

(c) Supercellsize

In addition to K-point-related size e ects, the supercell size also cortributes
to nite sizee ects. Due to the constrairts of periodic boundary conditions,
the lattice structure of a small supercell with a point defect may not be fully
relaxedwithin the supercell, resulting in a di erent equilibrium lattice constart.
As shawvn in Table 2.2, the 216-atomsupercell givesa di erent lattice constart,
but the induced strain due to point defectsis the samein both 64 and 216-
atom supercells (216-atom calculations are done with gamma point sampling
due to limitation of computing resource). Hencewe use a 64-atom supercell
throughout this dissertation. Sincewe carefully factored out the stressenergy
term in binding energycalculation, nite sizee ects arefurther reduced. We also
applied the Madelung energy correction [66] for a charged supercell to reduce

nite sizee ects.

In addition to alargeenergycut-o, we usethe reciprocal spaceprojection sdheme

and a very strict force corvergencelimit of 0.005eV/Ato achieve the high accuracy

required for stresscalculations [60]. We also avoid the well known underestimated

band gap problem of Siin DFT [67] by using the charged supercellsas referenceso

that no energylevel is lled above the valenceband maximum and thus the band gap

energydoesnot enter into the formation energy(seeChapter 5).
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Table 2.2: Equilibrium lattice constart and correspnding normalizedinduced strain
for di erent supercell sizes. 216-atom supercell calculations are done only with
point. The numbersin parerthesis are normalizedinduced strain. Though the equi-
librium lattice constarts of Si in di erent size supercells are slightly di erent, the
relative changein lattice constart (induced strain) is almost the samein both super-
cells.

64 atom 216 atom
23 R-points point
5.4566(0) 5.4583(0)
B | 5.4306(0.302) | 5.4505(0.311)
P | 5.4497(0.080) | 5.4563(0.081)

@

2.2 General stress energy model

2.2.1 Stressenemy

Within the linear elastic limit of a material, the total free energyof a supercell can

be written as

V X
E=E%+ > i Cijwi s (2.26)

ij I
whereE? is the minimum energy V is supercellvolume, j is the applied strain, and
Cjj w is the elasticsti ness tensor. When only normal stressand strain are considered,
it is corvenien to represen Eq. 2.26 asa vector equation:

E=E°+

Vv
5~ C = (2.27)
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Due to the symmetry of the Si crystal structure, C hasonly two independen compo-

nens:
0 1
Cui Ciz Cyp2
C%=E Ci, Cu Cp g
Ci2 Cip Cyg

(2.28)

Introducing a dopart/defect into the silicon lattice shifts the minimum energylattice
constart asshawvn in Fig. 2.4. We de ne this shift asthe normalizedinduced strain

~ In a 64-atomsupercell, it is de ned as

8sig, m Au as; 64
~ = — 2.29
A 2 M (2.29)
whereas;,, , a, ISthe lattice constart of fully relaxedSiss m Am in three dimensions.

Then the Eq. 2.27 becomes
— 0 \ .
E=E"+ §(~ X~ (C+x C) (-~ x ~); (2.30)

wherex is the dopart/defect concetration (M=64) and C is the changein elastic
sti ness tensordueto the dopart/defect. We ignorethis term throughout this disser-
tation, sinceit is much smallerthan the other termsin Eq. 2.30aswell asthe thermal

energyat processtemperatures.

In Eq. 2.30, the quadratic term in ~ is the stressenergy applied to a pure Si
lattice without any dopart/defect, which is always cancelledout when the forma-
tion/migration energyis calculated;the quadratic term of ~isthe stressenergydue
to the dopart/defect without applied stress,which is small even at the equilibrium
solubility limit and can be ignored in most cases. The most important term is the
crossterm of ~and ~, which is the changein stressenergydue to a dopart/defect

under applied stress. For example,in our DFT calculationswith a 64-atomsupercell,
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Figure 2.4: De nition of inducedstrain. Induced strain can be extracted from energy
vs. strain curve. Changein relaxed lattice constart relative to referencelattice
constart divided by referencelattice constart is de ned asinduced strain.

the formation energyof AB is calculatedas

Efe (D = Esipas (D Esiga® Esige () + Esig () (2.31)

0 0 0 0
- |ESi62AB ESi63ﬁ7 ESiegB + ESis}

EgiEr;ding

V 2

+ EX (a8 C s ~» C - C )

| {z }

EztéeSS(o)

Vx( ~ ~ Cc -~ 2.32

| ( ~aB o) ~5) } (2.32)
Eps ()

= Ep(0)+ Epg(d: (2.33)

In Eqg. 2.32,the rst term is binding energy and the last term is stressenergydue to
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applied stress. Both terms are independen of supercell size. The secondterm is also
stressenergydueto the dopart/defect, but it dependson supercellsize. Although this
term is usually small in a reasonablylarge supercell and thus ignorable,it may cause
the nite size e ect when volume expansion/coriraction due to the dopart/defect
is large. We treated this term carefully when it is not negligible throughout this
dissertationwork. The last term in Eq. 2.32 can be rewritten by using a lattice site

volume V, instead of supercell volume, V.
Ere(= Vo( e = -8) C = (2.34)

The normalizedinducedstrain is the volumeexpansioncoe cient timesthe Silattice
concetration, and is independen of dopart concerration and cell size. Ejg (- is

the key term when analyzing stresse ects on the formation of AB complexes.

2.2.2 Stresse ects on domant di usivity

It is believedthat doparts in a crystalline solid di use via the formation of interstitial

or vacancycomplexeg68]. The total e ective di usivit y of A is

D,i = D/_\| + D/_\V = d/_\| CA"‘ d/_\VCﬂ; (235)
Ca Ca

wheredy (dav ) is the microscopicdi usivit y of an Al (AV) complexes,Ca (Cav)
is the concerration of Al (AV) complex,and C, is the concetration of dopart A.
Unlessthere is a resenoir or a sink for dopart A, C, is a constant throughout the
di usion process.dy, is governedby the migration energybarrier, E™, as showvn in
Fig. 2.5. The stresse ect on the migration barrier is given by
!
o - %

EL.O ELE
kT

= exp
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Figure 2.5: Schematicdiagramfor stressdependert migration energybarrier, E™, and
transition state formation energy ELX +. AX represets dopart-defect pair. When
stressis applied, both E};x and ELX + are changed. While the stresse ect on micro-
scopicdi usivit y is determined by the changein migration energybarrier, E™(),
the stresse ect on e ective di usivit y is determinedby the changein transition state

formation energy E}, - (9.

Vo( TALT ~AI) C ~
kT |

Vo( ~art )~
T : (2.37)

= exp (2.36)

= exp

where Ej}, ; is the formation energychangeat the transition state. The formation

of an Al complexis alsoa function of stress:

Ca (9 _ E; (~)! .
Ca(0) " exp % ; (2.38)
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The stressdependenceof e ectiv e di usivit y is obtained by combining Eqgs.2.35,2.37,

and 2.38.

Da (5

DAI (O)

dai ()Cal ()
dAl (O)CAl (O)
exp 7Eé'_lf o)
exp Vo( ~arr - ) C -
!
exp Vol TkT Y (2.39)

Therefore,the stresse ect on dopart di usivit y is determinedby the changein tran-

sition state formation energy The sameanalysisis applicable to dopart-vacancy

complexes.

Dav (~)

dav (~) Cav (~)

D AV (O)

dAV (O) C:AV (O)
f %
!
exp Vo( ~avT - -) C ~
!
exp VO( ~AVTkT ~A) - (240)

2.2.3 Stresse ects on dopmnt solubility

When the concenration of dopart A becomeshigh enough, precipitates begin to

form and the concenration of isolated A is limited by the solid solubility. The solid

solubility is given by

SS —
Cy =

0 ‘ 1

Eal
Csexp _S exp@——2 PA (2.41)

k KT
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where C; is the lattice concenration, and S ( EJ, p) is the changein formation
and con guration ertropy (formation erthalpy) per atom during the transition from
the dissoled phaseto the precipitate phase.When external stressis applied, Eq. 2.41
becomes

I 0 1
CX0O) SO S Ea o) E(Q)a
= @ 2 PA
cx0) P k =P kT

(2.42)

Since the ertropy term is usually much smaller than the ernthalpy term, and the
formation enthalpy of a precipitate has a much wealer stressdependencethan that

of an isolated solute, Eq. 2.42is further simpli ed.

CS(H) = C(0)exp EL()=KT (2.43)
EL(~) = Vo o C~= Vo a ~ (2.44)

Eq. 2.43predicts a solubility enhancemenfor small atoms(e.g., B and P) and reduc-
tion for large atoms (e.g., Ga, In, and Sb) under compressie stress(vice versaunder

tensile stress).

2.3 Kinetic lattice Mon te Carlo Simulation

Molecular dynamics (MD) simulations are a powerful tool for investigating atomic
level interactions. Howewer, with current technology there is a large gap between
the time scaleshat MD can simulate and the time scalesin which practical di usion

processesccur [12]. In kinetic Monte Carlo (KMC) simulations, this limit is removed
by ignoring atomic vibrations, and the di usion processcanbe treated asa stochastic
processbecausehe fast atomic vibrations fully equilibrate the lattice beforeanother
transition occurs. Therefore,dopart/defect di usion canbe linkedto a random walk
processand it canbe simulated with a macroscopicsystemsizeand procesgime scale
via KMC method. Kinetic lattice Monte Carlo (KLMC) is a variation of KMC that
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usesthe actual discretelattice structure.

According to harmonictransition state theory (hnTST), the atomic transition rate
is an exponertial function of the migration energybarrier, E™. When a dopart/defect
in a lattice site migratesinto another lattice site by overcominga migration batrrier,

the transition rate is given by
(= oexp = (2.45)

where ¢ is the attempt frequency When more than onetransition path exists, the

total transition rate at a given lattice site is the sum of all possibletransition rates:

= j (246)

The averagetime for a transition at a given lattice site is the inverseof this transition

rate:

1 1
“= 5 : (2.47)

m

oexp Gk

Assumingan N -step random walk process,then the di usivit y tensor dy is related

tot and x as:

< Xp Xq>

B = THots (2.48)
< Xy Xg>
= = P9 =+ (p;g= 1;2;3); (2.49)
P NPk Ef
2 7 ] oexp gF

P
wheret=" N ;.
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The e ective di usivit y tensor, D 4, canbe obtained by conmbining Egs.2.38and 2.49:

< Xy Xg >
Dpg = —* w 7P 7 ] (2.50)
2 P N I:)K Tij
i) o&XD g3

where E%j is the transition state formation energyfor the j hopping path at the

i step. In our researb, we are mainly interestedin the changein di usivit y due to

stress.
* . | 1+
. . ex ]
Dpg) _ < Xp Xg>- " 0P T : (2.51)
- TH l+ . .
D pq(0) < Xp Xg2o0o PP EfT”. Q)
i ] 0€Xp KT

Herewe assumedhat the attempt frequency o doesn't changeunder stressedcondi-
tions. We usethis formalism in Chapter 3 to predict stresse ects on dopart (P, Ga,

and In) di usivit y.
2.4 Summary

In this chapter, we reviewed the basic theory behind the modeling techniquesused
in this dissertation. Starting from the Born-Oppenheimerapproximation, the c-

titious single-electronSdredinger equation was derived using the Kohn-Hoherberg
and Kohn-Sham theorems. In spite of someknown drawbadks of DFT (underesti-
mated band gap, ground state theory), DFT is still a powerful tool which senes
as the foundation of the modeling hierarchy and to explore fundamertal parameters
(e.g., defectformation energies,dopart/defect binding energies,nduced strains due
to doparts/defects, and migration energybarriers). The predictive capability of DFT

can be extended up to the device level in combination with higher level modeling

techniguessu as MD, KMC/KLMC, and cortinuum simulations.
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Chapter 3

STRESS EFFECTS ON DOPANT (As, P, Se, Ga, AND InN)
DIFFUSION

Understanding stresse ects on dopart redistribution is critical due to both in-
tentional (mobility enhancemet) and unintentional (thin Ims, impurity gradierts)
incorporation of high stresslevelsin nanoscaledevices.In this chapter, point-defect-
mediated di usion medanismsand stresse ects on di usivit y for various doparts

are investigated.

3.1 Overview

Although the formation ernthalpy of point defectsis positive, point defectsalways
existsin crystalline material at nite temperaturessincethe ertropy of mixing reduces
the overall free energy of the crystal. There are two types of simple point defects:
interstitials (additional atomsin the lattice) and vacanciegdempty sitesin the lattice).
Thesepoint defectsplay a keyrolein dopart di usion in crystalline material and cause
two distinct typesof di usion: interstitial- (I-) mediateddi usion and vacancy-(V-)
mediated di usion.

In point-defect-mediateddi usion medanisms,an immobile dopart atom A at a
substitutional lattice site can becomemobile via the formation of a dopart-defect AX
(Al or AV) pair. In caseof the interstitial medanism, an interstitial atom kicks out
a substitutional dopart atom and the kicked-out atom cortinuesto di use away by
forming Al pairswith other Siatomsat the nearestneighbor sitesuntil the pair breaks
apart. Sincethere are many dierent Al structures (see Appendix C), nding the

minimum energyAl structure is the rst stepin studying stresse ects on I-mediated
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Figure 3.1: Sthematic diagram of interstitial-mediated di usion medanism (left) and
vacancy-mediateddi usion medanism (right).

dopart di usivit y. The lowest energyAl structure have a wide variety of structures,
including <110> split, <100> split, tetrahedral, hexagonal,bond-cerered, and X,
(named by Liu et al. [11]). On the other hand, PV pairs have the lowest energy at
rst nearestneighbor (LINN) spacing.

The next stepis nding the AX migration path usingthe DFT nudgedelasticband
(NEB) method [33, 35, 36]. Careshouldbetakento ched if the found migration path
allows long range di usion. Sometimes,Al pairs require multi-step migration paths
for long range. For example,P di usion occursvia inter-ring migration and intra-ring
migration (seeSection3.3). In the caseof a vacancymedanism, direct exchangeand
the ring medanism are required for long rangedi usion. While most AV pairs (e.g.,
V, AsV, and SbV) have the transition state with V between2NN and 3NN, the PV
transition state is midpoint of P/V excange[11].

Once the minimum energy AX structure and migration path are known, the in-
ducedstrain due to the substitutional dopart and AX pair at transition state canbe
determined by plotting energyvs. strain curvesusing DFT. Then, the stresse ects
on dopart di usivit y can be predicted by analytic calculationsor with KLMC simu-
lations, as explainedin Chapter 2. Fig. 3.2 summarizesthe generalmethodology of

modeling the stresse ects on dopart di usivit y.
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Figure 3.2: Modeling stheme of stresse ects on dopart di usivit y. The rst three
stepsare donewith DFT calculationsand the last step is done analytically or with
KLMC.

3.2 As diusion

As di uses via both interstitial and vacancymedanisms,and it is generallyaccepted
that the vacancy medanism is stronger than the interstitial medanism [69, 70].

Howe\er, unlike other elemerts (e.g., B or P), pinning down the fractional di usion

coe cients is dicult becausethere exist unexpectede ects sud as high concerra-

tions of As,,V, clusters[71, 72,73 in highly As-doped Si. In this section,the stress
dependenceof As di usivit y is investigated basedon the fractional coe cients, f,

(0.4) and f\, (0.6), extracted by Ural et al. [69.
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Table 3.1: Formation energiesfor various interstitial con gurations. <110> split has
the lowest formation energy The transition state of Asl at a hex site hasa 0.5 eV
higher energythan the <110> split and forms a migration barrier.

<110> split | <100> split | tet | hex
E" (eV) 3.1 4.0 43| 3.6

Table 3.2: Binding energiesfor various AsV con gurations. Binding energiesare
calculatedwith anunrelaxedsupercellwith alattice parameterof 5.4566A. Therefore,
global stresse ects cortribute about 0.1 eV to the binding energy

AsV 1NN | AsV 2NN [ AsV 3NN
EP(eV) | -1.22 -0.51 -0.43

The total diusivit y of As in strained silicon is:

Diotal () = Dasi () + Dasv (9 |
E;\Sl T (~) .
KT

N
+ Dpy O exp  —22vT D3y

D Asl (O) exp kT

whereD g () and D asv (~) are As di usivit y by interstitial and vacancymedanisms,
respectively, and E}_; and E]_, . arechangesin formation energiesof transition
states due to stress. Since As has a similar atomic radius to silicon, the fractional
cortributions of both medanisms are expected to be comparableto that for self-

di usion. The fractional cortribution f|, = D, =Dy IS given as:

flexp  Ejr(=KT
f O exp Ely+(O=KT +f0exp Elor(D=KT

fi1(5) = ; (3.2)

where f? is the fractional cortribution of interstitial di usion at zero strain, and

fO = f °. In our calculation, 0:4 was usedasa value of f ? [69). The changein the
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Figure 3.3: 3D view of Asl migration. Aslci1iosspiit ! AShex !  ASlciiosspiic. While
As migrates from a split position (As; site) to another split position(As’ site) via a
transition state (As' site), the initial pair (As'-Si) breaksapart and the As pairs up
with one of six Si atomsin the hex ring. The As'-Si, pair is sharedby two hex rings
in the gure.

formation energyof transition state dueto strain is
E:Asl T:AsV T ()= Vol ~asitiasvT ~As) c* = (3.3)

whereV, is volumeper lattice site, ~isthe inducedstrain vector, C is elasticsti ness

tensor, and ~ is the applied strain vector.

Among marny possibleAs interstitial con gurations, the <110> split interstitial
hasthe lowest formation energyand the hexagonalinterstitial is the transition state.
Table 3.1 lists the formation energiesof various As interstitials. Becausethe intersti-

tial con guration we usedto nd migration path is sharedby two hexagonalrings,
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Figure 3.4: Strain dependenceof free energyfor a 64-atomsupercell. The magnitude
of induced strain for an As vacancypair is slightly larger than that for an As inter-
stitial pair. Therefore,the di usivit y enhancemetiretardation is larger for vacancy
medanism. Energiesare reported in referenceto the minimum energyof ead struc-
ture (energyin a fully relaxedlattice). Strains are reported in referenceto the GGA
Si equilibrium lattice parameterof 5.4566A.

Table 3.3: Induced strains of transition statesand substitutional As. Induced strains
are reported for one defectper atomic volume.

structure | ASliyans | ASVy ans As
0.309 -0.414 | 0.0185

As can cortinuously migrate from onering to another without an additional barrier

after passingthrough the transition state.

Therefore,the energydi erence betweena <110> split and hex structure determines
the migration barrier. The inducedstrain of interstitial transition state was obtained
by applying hydrostatic strain by changinglattice parameterof the supercell. Due to

the symmetry of the hex site, a hydrostatic strain calculation is su cient to obtain
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Figure 3.5: Strain dependenceof di usivit y. Vacancydi usivit y increasesunder com-
pressie biaxial stressand decreasesinder tensile biaxial stress,and it is the opposite
to interstitial di usivit y. Vacanciesshow slightly stronger strain dependencethan
interstitials due to a larger induced strain.

the induced strain. Table 3.3 lists induced strains of transition states. As expected
and reported previously [7Q), f, increasesunder tensile strain and decreasesinder
compressie strain (Fig. 3.6).

The vacancy transition state is located between 2NN and 3NN [74]. Table 3.2
shows binding energiesof AsV at 1NN, 2NN and 3NN sites. The di erence in binding
energybetween2NN and 3NN is lessthan 0.1 eV, which suggestsinding is not dueto
local binding but rather to a Coulonbic interaction and global strain compensation.
Therefore,the AsV transition state is equivalert to a vacancytransition state in self-
di usion, and the transition state can be treated as symmetric, allowing the induced
strain to be determinedfrom a hydrostatic strain calculation.

As seenin Table 3.3, the magnitude of the induced strain of a vacancytransition

state is larger than that of an interstitial transition state. Combined, the larger
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Figure 3.6: Calculated strain dependence(biaxial) of the fractional cortribution to
As di usion dueto interstitials. Di usion via the interstitial medanismis enhanced
under tensile strains.

fractional coe cient of vacancydi usion at zerostrain and the stronger stresse ect
onthe vacancymedanismresult in atotal di usivit y enhancemenundercompressie
strain and little change under tensile strain, which is consistem with experimertal
obsenations [75, 76]. Howewer, Uppal et al. reported that As di usivit y in strained
Sip:9Gey:1 is lower than that in relaxed Siy.9gGey.1 [77]. The dierence in diusivit y
betweenstrained Sip.gGey.; and relaxed Sip.oGey.; is expectedto comeprimarily from
strain e ects becausethe chemical e ects due to the presenceof Ge are the samein
both cases.Basedon the consensushat the di usion medanismsare similar in both
Si and SiGe at low Ge concettration, this opposite strain dependenceto that of As
di usivit y in SiGe appearsunusual. Becausethe vacancy medanism is expected to
be stronger when Ge is added [78], this behavior is surprising and requires further

study.
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Figure 3.7: Calculated strain dependencebiaxial) of total di usivit y of As. Di usion
is predicted to increasestrongly for compressie strain, but compensationof | and V
medanismsgiveslittle changefor tensile strain.

3.3 P diusion

3.3.1 PI diusion path

In cortrast to a previousreport citing Plyex asthe transition state of neutral PI mi-
gration with a 0.7 eV energybarrier [11], we found a new migration path with a much
lower energybarrier. Liu et al. reported that dumb-bell-like <110> split interstitial
and X, (Fig. 3.8(b)) structures have the sameenergy In our calculations, however,
X, becomeghe lowest energystructure, about 0.2 eV lessthan the <110> split in-
terstitial. The formation energiesfor various Pl structures are listed in Table 3.4.
As shown in Fig. 3.8, the interstitial P atom in the X, structure is located on a line
connectingthe bond-certer betweentwo substitutional sitesand a hex site. The mi-
gration energybarrier to neighboring X, sitesinside the hexagonalring is about 0.2

eV. The induced strain due to this transition state is highly asymmetricwith a large
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Table 3.4: Formation energiesfor various interstitial con gurations. X, (Fig. 3.8(b))
hasthe lowest formation energy

X, | <110 split | <100> split | hex | tet
E" (eV) | 2.73 2.90 3.46 3.08| 3.74

Figure 3.8: Pl migration path and correspnding structures. Structure (a) is the
inter-ring transition state from one hexagonalring to another and structure (c) is
the intra-ring transition state from one X, (b) to another X, (d). With thesetwo
transitions, long rangedi usion is possible.

expansionin the direction perpendicular to migration and a small cortraction along
the migration direction (Fig. 3.8(c)).

For long range di usion to be possible,an additional migration path between
di erent hexagonalrings is required since the above-merioned migration path is
limited to a single hexagonalring. In a diamond structure, a bond is sharedby six
hexagonalrings, thus there are six hex sitesand X, sitesewery 60° around the M-N
bond in Fig. 3.8(d). The migration energybarrier to the neighboring hexagonalring
is 0.1eV andthe transition state structure is shovn in Fig. 3.8(a). The inducedstrain

dueto the inter-ring transition state is almost symmetric.
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Table 3.5: Induced strain for various P and PI structures. PI% . is the intra-ring
transition state and P12 is the inter-ring transition state. While intra-ring transi-
tions producestrongly anisotropicinducedstrain, inter-ring transitions producenearly

isotropic induced strain.

P Pl (XZ) I:)Iélrans I:)Itzrans
~| (0:08,0:08 0:08) | (0;0:36;,0:36) | ( 0:05, 0:05,0:96) | (0:27,0:27; 0:25)

3.3.2 Stresse ect on P di usivity

The energy di erence between an intra-ring barrier and inter-ring barrier is com-
parable to thermal energyat the di usion temperature. Therefore, both transition
medanismswere included in our KLMC simulations. The hopping network usedin

KLMC is showvn in Fig. 3.9, wherethe nestedhexagonalring inside the Si hexagonal

Figure 3.9: PI hopping network (color online). The large blue spheresare Si, the six
small greenspheresare six hex sitesaround M-N line, and all others are possibleX,
positions. For a given X9, there are two intra-ring hopping sites (X3 and X3) and also
two inter-ring hopping sites (X3 and X3).



39

10 F T T T T T T
&—a in-plane
6—o out-of-plane

T=900C
S
2
S
O
2
©

|

O% L 1 L L 1 L
-0.01 -0.005 0 0.005 0.01
Strain

Figure 3.10: MicroscopicPI di usivit y changeas a function of strain under biaxial
stress. While strain has negligible impact on in-plane di usivit y, out-of-plane di u-
sivity is a modest function of strain.

ring is the intra-ring transition network, and the other ring around M-N is the inter-
ring transition network. The position of an X, structure can be uniquely de ned by
two Si lattice sites and a hex site. For example, X9 can be de ned by (M,N,H) in
Fig. 3.9. In the KLMC simulation, thesethree lattice positionsare updated for every

hop, and the di usivit y is calculatedbasedon Eq. 2.50.

As shown in Fig. 3.10,stressa ects microscopicPI di usivit y dp, only in the out-
of-plane direction. Howewer, the apparent P di usivit y, the product of dp; and Cp,
(Fig. 3.11), is retarded under compressie stressand enhancedunder tensile stressin
both the in- and out-of-plane directions. We comparedour prediction of the e ect
of stresson P di usivit y via interstitials to measuremets of diusion in strained
SiGefrom Christensenet al. [2]. KLMC predictions show stronger stresse ects than
experimertal obsenations (Fig. 3.13). The wealer stresse ects in experimerts may

arisefrom the fractional cortribution of vacancy-mediateddi usion. It is known that
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Figure 3.11: PI pair concetration changeasa function of strain under biaxial stress.
The in-plane concettration has a stronger strain dependencethan the out-of-plane
concettration.
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Figure 3.12: P di usivit y changeasa function of strain under biaxial stress.Di usiv-
ity is strongly a ected by strain, and its impact on out-of-planedi usivit y is stronger
than the in-plane di usivit y.
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Figure 3.13: Calculated changein P di usivit y asa function of strain under biaxial
stress,and comparisonto experimertal valuesfrom Christensenet al. [2] for P dif-
fusion in strained SiGe. Inclusion of f\,=0.03 gives predictions which are consistem
with experimerts.

PV pair formation energyis reducedby about 0.1 eV whenGeis nearby [79 and thus
vacancy-assistedli usion is enhancedin Ge-rich Si. To understandthe experimerts,

we performedDFT calculationson PV di usion similar to thoseon AsV pair.

Unlike usual dopart-vacancy pairs, the migration energybarrier in a PV direct
exchangeis higher than that in a PV ring-around medanism [11]. Howewer, the
induced strain of a PV transition state is similar to that of a V transition state.
Hence,the e ect of stresson PV di usivit y is nearly the sameas for other dopart-
vacancypairs. Vacancy-assistedli usion hasthe opposite stressdependenceto that
of interstitial-assisteddi usion, sothat Dpy increasesn compressiely strained SiGe.
Whenfy = (1 f,) = Dpy=Dp =0.03 is included [69], the total di usivit y becomes

much atter than Dp, (Fig. 3.13)and closerto Christensenet al.
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3.4 Sb diusion

Sbdi uses primarily via avacancy-assistedi usion medanism[80,81]. Stresse ects
ondi usivit y of the vacancy-assistedli users canbe easilycalculatedanalytically due
to the symmetry of the induced strain at the transition state. The transition state is
locatedbetween2NN and 3NN (Fig. 3.14). The symmetry of the inducedstrain at the
transition state alsoresultsin isotropic stresse ects under all typesof normal stress
(hydrostatic, uniaxial, and biaxial). As shown in Fig. 3.15, Sb di usion is enhanced
under compressie stressand retarded under tensile stress. One interesting fact is
that all the doparnt-vacancydata falls on a commonline coinciding with self-di usion
via V. This is becausehe inducedstrains are additive (Table 3.6). When the induced

strain is additive,

~Av T ~VT + ~A- (34)

Then, Eg. 2.40can be appraximated as

Dav(® _ Vo( ~avT ~) C ~
Doy (0) exp T , (3.5)
Vo VT C ~
_ Dswv(9.
~ Dsiv (0) (3.7)

Therefore, all the dopart-vacancy pairs we consideredshown the universal stressde-
pendenceon di usivit y.

Shis overwhelmingly a vacancydi user in Si, and thus the vacancy-mediateddif-
fusivity appraximatesthe total di usivit y. We comparedthe changein our theoretical
Dspy With the changein total di usivit y versusstrain for Sb measuredby Larsenet
al. [3]. We extracted the tensile stresse ects from Larsen'sdata by taking the ratio
of Sbdi usivit y in tensile-strainedSi to the di usivit y in relaxedSi. The compressie

stresse ect was calculated using the samemethod in SiGe. Becauseadding Ge in Si
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Figure 3.14: Nudged elastic band calculations of transition state for V-mediated Sb
di usion which involvesV migration from 2NN to 3NN site.
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Figure 3.15: Vacancy-mediatedi usivit y vs. strain for variouselemens under biaxial
stress. For all doparts, the curvesoverlap with the V-mediated self-di usion curve.
Also shown is experimertal data for Sb from Larsen et al. [3], which is accurately
predicted.
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Table3.6: Inducedstrains of dopart-vacancypairs at transition state. The numbersin
parerthesesare the induced strains of substitutional dopart. Note that the di erence
betweentwo numbersare similar for all cases.Sinceinducedstrain vectorshave three
equal componerts, only a singlecomponert is preseted.

Vv P As Sb
v ( a) |-0.415(0) | -0.416(-0.08) | -0.382(0.018) | -0.229(0.16)

Table3.7: Formation energiedor variousGal and Inl structures. In the tet, structure,
the dopart is at a substitutional site and Si is at a tetrahedral site of the dopart (e.g.,
Gal'™). In the tet, structure, they are switched (e.g., Ga*'). Ga (Fig. 3.16(a)) and
Inl: (Fig. 3.16(c)) structures are the minimum energyinterstitial structures.

E" eV | <110 split | <100> split | hex | tet; | tet,
Gal 2.72 3.72 2.99| 247 2.11
Inl 2.76 3.92 3.95| 257 3.01

usually booststhe fractional cortribution of vacancy-mediateddi usion, Sb di usion
remains mediated by vacanciesin SiGe and D sy, approximates the total di usivit y.

The predicted valuesshow an excelleh agreemeh with experimerts.
3.5 Ga and In diusion

It is believed that Ga and In both diuse via interstitial medanism [81, 82. As
previously reported, we found Gae; and Inl,; to be the lowest energy interstitial
structures for Ga and In, respectively [83 84]. The formation energiesof various
interstitial structures are summarizedin Table 3.7.

The di usion paths for both doparts werefound usingDFT NEB methods[33, 35,
36]. Fig. 3.17illustrates the Gal transition path and hopping network. Gal migration
occursvia a two-step process:Ga®' | Gal®' | Ga*. In ead step, the transition
state is Gal<110-. At the rst step, Gae: Mmigrates into one of four neighboring

substitutional sitesto make Gal; via Gal<110- . The orientation of Gal< 110~ isaligned
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Figure 3.16: The lowest energyinterstitial structures (a and c) and transition states
(b and d) for Ga (left) and In (right). Gal transition state is <110> split interstitial
and Inl transition state is similar to In Structure.

Table 3.8: Inducedstrains for substitutional Gaand In, andtheir interstitial transition
states. While Ga and Gal producelessstrain than In and Inl, the di erence between
induced strain of transition state and that of substitutional state are similar in both
cases.Hencethe stresse ects on di usivit y are nearly the same(Fig 3.18).

Ga Galtr ans In INlt ans
~ [ (0:064 0:064 0:064) | (0:20,0:20, 0:26) | (0:2L 0:21; 0:21) | (0:33, 0:33, 0:46)

with the line connecting the initial Gae; and the Sie; at the intermediate state.
Therefore, three distinct orientations are possiblewith 1/3 of Gal< ;0. in-plane and
2/3 of Gal<110- out-of-plane under biaxial stress.In Fig. 3.17,T, and T, are out-of-
planetransition statesand T is the in-plane transition states. There are a total of 12
possibletransition pathsin this step. The secondstepis the reverseof the rst step.
The Inl migration path is the sameas the Gal migration exceptthe fact that the
initial position starts from Inl. The transition state is similar to the Inl* structure

asshown in Fig. 3.16.
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Figure 3.17: Gal hopping network for KLMC and correspnding structures. Thereare
four neighboring substitutional sitesfor a given Gal*' (a) and three available transition
statesfor eat substitutional site (b). Therefore, 12 transition paths are possiblein
the KLMC hopping network for half of the full transition (c). The other half of the
transition is the reverseprocessof the rst half. Sothere are 144 distinct transition

paths for a hop. The correspnding energyis shovn in (d).
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Figure 3.18: Changein Ga and In di usivit y asa function of biaxial stress.In-plane
di usivit y was not plotted sinceit overlapswith out-of-planedi usivit y.

The KLMC resultsof stresse ects on Gaand In di usivit y areplotted in Fig. 3.18.
Due to a small di erence betweenthe in-plane component of the induced strain and
the out-of-planecomponert of the inducedstrain at the transition state, stresse ects
areisotropic for both atoms. In addition, Ga and In have almostthe samedependence

of di usivit y on stress.

3.6  Summary

In this chapter, stresse ects on di usion was studied for a wide range of doparts (As,
P, Sb, Ga, and In) via a conbination of DFT and KLMC. Fig. 3.19 summarizesthe
resultsfor all doparts studied in this chapter. Di usion paths and inducedstrain ten-
sorswerefound via rst principles calculations,and the results were usedto perform
kinetic lattice Monte Carlo (KLMC) simulations when the transition state produced

asymmetricinduced strain.
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Figure 3.19: Stresse ects on dopart di usivit y.

Biaxial compressie stress makes vacancy-mediatedAs di usion dominart and
results in an enhancemen of total As di usivit y. Under biaxial tensile stress,the
vacancy medanism and interstitial medanism compete against ead other and the
total di usivit y undergceslittle change. A new PI diusion path with a low energy
barrier (0.2 eV) was found, and the resulting stresse ects on both microscopicand
e ective di usivit y were calculated. Strongly anisotropic P di usivit y is predicted
due to the asymmetricinduced strain of the PI transition state. For Ga and In, we
con rmed the previously reported interstitial di usion path and found stresse ects

to be wealer and isotropic. We also found that stresse ects on Sb di usion via
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Sb-vacancypairing are similar to self-di usion via vacancy aswell asto V-mediated

di usion of As and P.
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Chapter 4

STRESS EFFECTS ON As ACTIV ATION

In this chapter, we investigate stresse ects on As activation in silicon using den-
sity functional theory. With particular attention to the lattice expansioncoe cient,
we calculatedthe formation energychangedueto applied stressand plotted the stress
dependenceof the As,,V concettration. We found that biaxial stressresultsin min-
imal impact on As activation, which is consistem with experimertal obsenations by

Sugii et al. [76], who found no changein the As activation under tensile stress.

4.1 Background

The formation energyis a function of induced strain when stressis applied. Hence
the induced strain is the key factor to study stresse ects on As activation. The
induced strain is generally a rank two tensor, but substitutional doparts produce
isotropic lattice distortion, soinducedstrain due to a substitutional dopart becomes
scalar. Cargill et al. obsened lattice cortraction at high active As concetration and
attributed it to freeelectronsat the conductionband edge[1§]. Howewer, density func-
tional theory (DFT) predictsthat electronsresultin lattice expansion(Table4.3). To
resole this cortradiction, we carefully examinedthe detailed local structure around
As atomsin Si matrix using DFT, and determinedinduced strain. Basedon calcu-
lated inducedstrains, stresse ects on the active As concettration relativeto the total

chemical As concenration were predicted.
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4.2 As deactiv ation kinetics

As deactivation is governed by As,,V, cluster formation, and clusters with m=1-4
and n=1 are consideredasthe dominart speciesin deactivation kinetics [72]. Under
equilibrium conditions, the concetrations of these clusters are determined by the
free As and V concerrations and cluster formation energies.In the dilute limit, the
conceftration of As,V is given by the massaction law:

|

m f

C E
CasmV = AsmV C?: exp % ; (4.1)

where a5, v IS the number of possibledistinct con gurations of As,,V, Cs is lattice
site conceration (5 10P%cm 3), and E,,_ is the formation energy of As,V in
referenceto substitutional As and pure Si. The total chemical As concertration is
given by

X4

Clotal = Cps + MChs,, v: (4.2)

m=1

Table 4.1 lists the formation energiesof As,,V complexes.Ead time an As atom is
addedto a vacancy the formation energyis loweredby about 1.5 eV, and thusa larger
complexis more stable than a smaller one. We calculatedthe As;,,V concetrations
basedon the formation energieslisted in Table 4.1 and Eq. 4.1. SinceDFT GGA
underestimatesthe vacancy formation energy by about 1 eV [85, we also applied
a correction for the As,,V formation energiesusing experimertal values[17]. As;V
hasthe lowest formation energyand becomeghe dominart cluster under equilibrium
conditions. The As,V structure is shavn in Fig. 4.1. Smaller clusterscan be formed
during epitaxial As-doped Si growth and early stagesof annealing,and can dominate
beforefull equilibration is readed [86, 5], but we restrict our analysisto equilibrium

conditions.

Fig. 4.2 shows the isolated As concertration asa function of the total As concen-
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Figure 4.1: Strucuture of As,V complex. A lattice vacancyis surroundedby 4 As
atoms. Each As atom provides two electronsnot involved in Si-As bond to make
As,V stable.
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Figure 4.2: Equilibrium As concertration and As,;V conceltration asa function of the
total chemical As conceftration. Solid lines are plotted with correction for vacancy
formation energyand broken lines are plotted with DFT formation energies.Smaller
clustersdon't appear due to low concenration.
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Table 4.1: Formation energy of As,,V clusters. When the experimertal vacancy
formation energyis used(4.60 eV [17]), formation energiesincreaseby about 1 eV.
The experimenrtal value of the V formation energywas calculated by subtracting the
migration barrier (0.26 eV, DFT value) from the activation erthalpy (4.86 eV [17)).
In the secondrow, the rst valueis basedon the DFT result, and the secondis based
on the experimertal V formation energy

V | AsV | A,V | AsgV | AsyV
3.59| 2.15| 0.68 | -0.66 | -2.22
460| 3.16| 1.69 | 0.35 | -1.21

E" (eV)

tration. As the number of As forming As,V increasedo becomea signi cant fraction
of free As, the free As conceltration starts deviating from the total chemical As con-
certration, which is consistet with previous reports [87, 5. We should note that
the As,V formation energyis actually Fermi level depender dueto a chargetransfer
from the Fermi level to the cluster when As,V forms. A higher Fermi level results
in lower cluster formation energies,and thus the As;V (As) curve becomessteeper

(atter) whenthe Fermi level dependen formation energyis used.

4.3 Stress eects on As activ ation

In equilibrium, the changein concettration of a defectX (As, V or As,V) due to

stressis given by

Cx () BN
@ P T

(4.3)

where E; () is the changein the formation energyof X due to stress. In the case

of the As,,V cluster, it is given by

Ex(= Vol ~spv M =) C = (4.4)
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Figure 4.3: Energy vs. strain for As, V, and As,V.

Table 4.2: Induced strain for As and As,,V complexes. As producessmall lattice
expansionand As,,V complexesresult in lattice cortraction.

As V AsV | As,V | AsgV | As,V
0.018] -0.25| -0.21| -0.22| -0.11 | -0.08

where\, is the volume of a lattice, ~as,,v ( ~as) IS the inducedstrain dueto As,V
(As), C isthe elasticsti ness tensorof Si, and ~is applied strain. The inducedstrain
can be determinedfrom the energyvs. strain curve. A detailed explanation can be
foundin Ref.[12]. To extract the energyvs. strain curve (Fig. 4.3), we calculatedthe
total free energy of 64-atom (or 63-atom, with vacancy) super-cellsusing the DFT
code VASP [58, 59, 60 with PW91 GGA potertial [51]. All calculationsweredoneat
a 250eV energycut-o with 22 Monkhorst-Padk k-point sampling [63, 64, 65]. The
results are summarizedin Table 4.2.

Se\eral authors have obsened lattice cortractions in heavily As-doped Siand they
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Table 4.3: Induced strain dueto As, As™, and free electronsand holes. The numbers
in parerthesisare extracted from Cargill et al. [18. Note that in spite of longer As-Si
bond length in SigzAs® supercell (Table 4.4), the lattice undergcescortraction.

As? As* e ht
0.018(-0.019) | -0.22(0.07) | 0.22(-0.09) | -0.26

Table 4.4: Local lattice structure around an As atom in the Si lattice comparedto
atomic spacingin pure Si. Lattice distortion due to As is limited to within 3NN,
and removing an electronreducesthe As-Sibond length and the averageSi-Sibond
length.

Si | A | As® | As (exp)[88]
INN | 2.36| 2.45| 2.43 2.43
2NN | 3.86| 3.87| 3.86 3.87
3NN | 453 | 453 | 4.52 4.53

attributed it to freeelectronsin the conductionband [18, 89, 90]. In cortrast to their
conclusion,DFT calculations predict a lattice expansiondue to free electronsin the
conduction band. In Cargill et al., the total induced strain (  as = tota Nas) IS
assumedo be given by the sum of the inducedstrain dueto ions( as+ = sizeNas)
and free electrons( ¢ = ¢Nas). As shown in Table 4.3, in spite of the opposite
sign of the induced strain due to As®, the absolute di erence is small and thus its
impact on stresse ects is minimal. Howewer, the reasoningis very di erent in eah
case,and it raisesa fundamertal questionabout the role of electrons: Do electrons
causeexpansionor cortraction in the lattice? To answer this question,we performed
extensive DFT calculationsto nd equilibrium lattice constars of chargedsupercells.
From the charge conceftration vs. changein lattice constart (Fig. 4.4), we conclude
that electronsexpandthe lattice while holescauselattice cortraction.

The lattice expansiondue to electrons raises another question about the rela-

tion betweenSi-As bond length and the lattice parameter. We looked into the local
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Figure 4.4: Changein lattice constart due to free charge carriers. The lattice un-
dergces expansion(contraction) as free electrons(holes) are added. Induced strains
are obtained by nding equilibrium lattice constart of chargedsupercellwith various
doparts. One electronin a 64-atom supercell correspndsto 7:8 10?°%cm 3.

structure around As in Si matrix to answer this question. As listed in Table 4.4,
DFT calculationsagreewith experimertal measuremehup to the 3NN distanceand
predict a local volume expansionaround As [88, 91, 87]. Howeer, this expansion
is attenuated as distancesincreaseand As-Si 3NN spacingis very similar to Si-Si
3NN distance. Therefore, changesin the 1NN bond length are not directly linked
to a changein the lattice parameter, and care should be taken when linking short
range atomic spacingto lattice constart. In fact, As" producesa lattice cortraction
( = 0:22)in spite of longer As-Sibond length, and a free electronin the conduc-
tion/impurit y band overcompensatesthis cortraction, thus neutral As resultsin an

overall tiny expansion( = 0:018).

Basedon the our analysis, it is likely that experimertally obsened lattice con-

tractions originate from reasonsother than free electrons. We attribute them to high
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Figure 4.5: Stresse ects on As and As,,V cluster concerttration under biaxial stress.
Note that the two dominant complexesAs and As,V, have minimal stresse ects.

conceftrations of vacanciesin the form of As,V, clusters,and nd that a vacancy
concefration of about 15%o0f the As concertration canreproducethe lattice cortrac-
tion obsened by Cargill et al. [18]. Even lower vacancyconcenrations (8%) relative
to As give the samee ects when 32 k-point samplingis used. This level of vacancy

conceftration was reported basedon ab-initio calculationsby Berding et al. [72].

E ects of stresson As and As,,V conceitrations are plotted in Fig. 4.5 basedon
Egs. 4.3and 4.4. The concetrations of the two dominant con gurations, As and
As,V, undergochangesin opposite directions under biaxial stress,but the magnitude
is minimal due to the small induced strain. Finally, the free As concertration asa
function of the total As concetration is plotted in Fig. 4.6. At a given total As
conceftration, compressie biaxial stressenhancesAs,,V formation, and thus the
number of active As decreasesHowe\er, stresse ects are minimal due to the small

inducedstrains of dominant structures,in accordancewith Sugiiet al. [76], who found
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Figure 4.6: Stresse ects on As and As,,V cluster conceltration under biaxial stress.
Note that two dominart complexesAs and As,;V, have minimal stresse ects.

active As concefration to be equivalent in both 1.2 % biaxial tensile strained and

unstrained Si.
4.4 Summary

By performing DFT calculations of the local structure around As in the silicon lat-
tice, we found that lattice expansiondue to the larger size of an As atom is limited
to within 3NN distances. The lattice cortraction in highly As-doped Si can be ex-
plained by As,,V cluster formation. As,V formation is dominart in As deactivation
at the equilibrium state. The small induced strain dueto both isolated As and As,V
results in negligible stresse ects on the carrier concetration, in accordancewith

experimertal obsenation by Sugii et al. [76]
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Chapter 5

CO-DOPING EFFECTS BETWEEN COMBINA TIONS OF
DONORS (P/A s/Ss) AND ACCEPTORS (B/G A/l n)

In this chapter, co-doping e ects in silicon are discussedwith particular atten-
tion given to charge compensation, Coulonb interactions, and strain compensation.
We nd that for B-doped systems,As or Sb courter-doping reducesthe maximum
hole concenration, but that due to the strong binding of multiple P atoms, Ga or
In courter-doping can increaseelectron density in heavily P doped material. For
acceptor-acceptormpairing, we nd the B-B interaction to be repulsive as expected
due to Coulombic e ects, but calculations shov a surprisingly signi cant attractiv e
binding betweenB and In, which we attribute to hole localization. Howewer, B-In
binding is not promising for enhancinghole concefttrations sinceB-In pairs are deep
acceptors. Both donor-acceptorand acceptor-acceptompairing can be helpful in re-

ducing dopart di usion leadingto more abrupt junctions.

5.1 Background

At the cutting edgeof silicon technology, understandinginteractions between multi-
ple doparts is required to continue MOSFET scaling. In modern ULSI technology,
heavily co-doped regionsfrequerily occur, andit is obsened that courter-doping can
be bene cial to reducethe junction depth [41, 42, 43. There are two primary factors
we considerfor co-dopinge ects: global strain compensationand local binding en-
ergy. Strain compensationbetweena small atom and a large atom can enhancethe
dopart solubility and reducedi usivit y [40, 39, 92], and local binding betweendonors

and acceptorsalso producessimilar e ects [43 93, 94, 95. In co-doping, a major
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componert of local binding is the Coulonb interaction.

Co-doping can increasethe chemical concertration of doparts and retard dopart
di usion as experimertally obsened [43 93, 96]. Howewer, it is hard to separate
out the e ects of strain, electrostatics, and local chemical bonding from the other
dopart/defect interactions by experimert, sincein many experimertal setupsthere is
no simple way to cortrol individual e ects. In our ab-initio study, we separatestrain
energy and binding energy within the linear elasticity limit and investigate strain

compensationand local binding individually.

5.2 Pairing Coecien t

5.2.1 Formation eneilgy and stressenegy

When donorsand acceptorscoexist in the silicon matrix, chargetransfer occursand
bandgap crossingshould be taken into accoun in calculating the formation energy
of donor-acceptorpairs in referenceto neutral donorsand acceptors. Howeer, it is
known that DFT is inaccuratein calculating bandgaps[67]. To avoid this bandgap
crossing,we used charged donors and acceptorsas referencestates. For acceptor-
acceptorpairs (e.g., BIn) neutral supercellswere usedas a reference pecausehere is

no bandgapcrossing. The formation energyof a donor-acceptorpair can be given as,
ElvaN = EsipMN  Esiggm+  Esiggn * Esig: (5.1)

Table 5.2 lists the calculatedformation energies.SinceDFT underestimatesthe free
energyof chargedsupercells[66], the lowest order correctionwas applied (¢ =2 L

0.16eV). For comparison,the two primary componerts of the formation energy elec-
trostatic energyand stressenergy are also listed in Table 5.2. E€ is calculated by

monopole approximation, assumingfully ionized donor and acceptor.

Within the elastic limit of a material, the free energy of supercell is represeied
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Table 5.1: Induced strain due to group I11/V elemens. The valuesare reported in
referenceto the GGA Si equilibrium lattice parameterof 5.4566A.

B As Sb P Ga In
-0.30| 0.018| 0.18| -0.078| 0.066| 0.21

as
E=Eo+ o(- x IC( x (5.2)

where Eq is the minimum energy at the relaxed lattice constant, V is the volume
of the supercell, is applied strain, is the induced strain, and x is the atomic
concetration of the dopart/defect. The inducedstrain ~= ( ; ; ) dueto
a singledopart is listed in Table 5.1. The binding energyis calculated by factoring
out the stressenergyfrom the formation energyusing Eq. 5.1 and 5.2, and listed in
Table5.2.

The free energieswere calculated using the density functional theory (DFT) code
VASP [58, 59, 60] with the generalizedgradiert approximation (GGA) and ultrasoft
Vanderbilt type pseudomtertials [97]. All B-related calculationsweredonewith a 340
eV cut-o and P-related calculationsweredonewith a 250eV cut-o. 2* Monkhorst-

Pad K-point sampling[63, 64, 65 was used.

5.2.2 Pairing coe cient

The binding energyof a donor-acceptompair canincreasesolubility and retard di usion
as reported previously [93 43 98 99. To estimate the impact of ion pairing on
charge carrier density, we calculated the pairing ratio betweenthe primary dopart
and courter dopart dueto binding. For the doparts considered,we nd the impact

of global strain compensation on solubility to be much smaller than the e ect of
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binding ewven at a high courter-dopant conceittration. The pairing coe cient, the
ratio betweenthe total number of paired primary dopart atoms (e.g., B or P) and

the total number of courter-dopant atoms, is given by

paired P :
P = Nprimary - Lm | Cim . (5 3)
Négﬁlrllter im Cim

whereC;,, isthe pair concertration cortaining i primary atomsand onecourter atom.
The index m is usedto accourt for multiple combinations among1NN, 2NN and 3NN

binding for the samei. Using the massaction law at equilibrium, Ci,, is given by

free

Cim = im Co( c
S

Y exp EP =kT ; (5.4)

where i, is the con gurational ertropy factor, C'"¢¢ and C, are the free primary
dopart concetration and silicon lattice concertration, respectively, and E2. is the

binding energyof the given con guration.

Egs.5.3and 5.4 are generallyapplicableto binding beyond the rst nearestneigh-
bor (INN), but we have included only 1NN multiple binding in pairing calculations
reported belov. It may result in a slightly wealer pairing coe cient, but it is a
reasonablechoice sincemuch stronger binding at 1NN overwhelmsthe e ect from a
larger number of neighbors at 2NN and 3NN, even at high temperature. In addition,
screeninge ects reducethe indirect binding energybeyond 1NN and at high doping
concelbrations, the screeningength approatesthe interatomic distance[10J. Under
this restriction, Ci,, canbe simpli ed to C; (the concenration of pairs with i primary

dopart atomsat 1NN). Then Eq. 5.4 can be expressecas

4! Cfree! i

C= @ Ty

Coexp EP=kKT (i=0 4. (5.5)
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(a) BAs 1NN (b) BAs 2NN

Figure 5.1: Chargedistribution of BAs at 1NN and 2NN. B is located on the left and
As is on the right. Electronsaround As are distributed approximately symmetrically
in both cases.Their distribution around B is skewed away from the As ion at 1NN,
but is nearly symmetric at 2NN. The isosurfaceswere plotted at the samedensity
( =55 10%3e=m 3).

5.3 Co-doping eects on charge carrier density

The total chargedensity is given by
n(p) = Cpimary * (P 1)Cinier; (5.6)

Wherecgr?gary andCl@  arethe freeprimary dopart concertration and total courter-

dopart conceltration, respectively.

Using Egs. 5.3, 5.5, and 5.6, we plotted the di erential carrier density per co-

dopart asa function of the concerration of free primary dopart (Fig. 5.4).
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Table5.2: Net formation energyof variousion pairs. Except for 1NN, the sumsof ap-
proximate Coulomb energy(E ©) and strain compensationenergy(ES) arewithin 0.15
eV of ET. BAs/InP 1NN shows wealer/stronger binding than Coulomb interaction.

ev| Ef ES EC
Sis2BAs INN | -0.34| -0.02 | -0.55
2NN | -0.36| -0.02 | -0.32
3NN | -0.32| -0.02 | -0.27
SiszBSb 1NN | -0.46| -0.08 | -0.52
2NN | -0.32| -0.08 | -0.32
3NN | -0.22| -0.08 | -0.27
Sis2GaP 1NN | -0.66 | -0.008| -0.50
2NN | -0.29| -0.003| -0.32
3NN | -0.21, 0.0 |-0.27
Sis2InP INN | -0.88| -0.02 | -0.48
2NN | -0.38| -0.02 | -0.31
3NN | -0.28| -0.02 | -0.27

5.3.1 Donor-aaceptor pairs

As listed in Table 5.2, all the donor-acceptorpairs exceptpairs at rst nearestneigh-
bor (INN) showv binding which is closely appraximated by the sum of stressenergy
and Coulombic interactions. A portion of the modest di erence betweenE" and sum
of E€ and E® (lessthan 0.15eV) may arisefrom the inaccuracyof the point charge
approximation for the chargedions. We attribute the large energy discrepancyfor
donor-acceptorpairs at 1NN to direct local binding and higher order multip ole inter-
actions. Fig. 5.1 shaws the highly asymmetric charge distribution for B-As at 1NN.
Thus, the monopole approximation is not su cient to accurately estimate Coulomb

energy
Table 5.3 shows the formation energyof B,,Sb doesnot monotonically increaseas

B is addedto Sb. This is becausethe small B atom producesa large strain energy
Oncestrain energy(the third columnin Table5.3)is factoredout, the binding energy

monotonically increasedor all multiple binding species. Fig. 5.3 shavs a monotonic
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Table5.3: Formation energyand binding energyof donor-acceptorpairs with multiple
binding. In cortrast to B-Sb multiple binding, In-P multiple binding producesa large
negative formation energybeyond the Coulonb interaction. Fig. 5.2 shaws In-related
acceptorlevel lowering as multiple P atoms are bound to In.

eV | Ef ES | EP eV Ef ES EP
BSb | -0.46| -0.09] -0.37| InP |-0.88] -0.02| -0.86
B,Sb | -0.62| -0.06| -0.56| InP, |-1.36| -0.04 | -1.32
Bs;Sb | -0.67| 0.11 | -0.78|| InP3 | -1.77| -0.05| -1.72
B,Sb | -0.62| 0.41|-1.03| InP, | -2.19| -0.05| -2.14
GaP | -0.66| -0.01| -0.65| InAs | -0.82| 0.006| -0.83
GaP, | -1.01|-0.01| -1 | InAs, | -1.2 | 0.013]| -1.21
GaP; | -1.29| 0 |-1.29| InAs; | -1.5 | 0.02 | -1.52
GaP, | -1.48| 0.02 | -1.5 | InAs, | -1.68| 0.027] -1.71
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Figure 5.2: Density of statesof donor-acceptoipairs with multiple binding. In cortrast
to B-Sb pairs, the energylevels assaiated with In near the top of the valenceband
are lowered signi cantly with the addition of P. The large binding energyof InP,, is
attributed to this energylevel lowering.
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Figure 5.3: Binding energyfor multiple binding. The thick orangeline represets the
monopole Coulomb approximation.
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Figure 5.4: Di erential free chargeconcerttration per co-dopan atom asa function of
the concertration of free primary doparts. The number of paired B atom per Sb is
lessthan 1, which meansBSb binding energyis not large enoughto overcomecharge
compensation. Howewer, strong multiple binding betweenin and P may be bene cial
to increaseelectron charge density.
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Figure 5.5: Total charge density as a function of temperature. Despite large As
chemical solubility, pairing e ects are minimal due to smaller As electrical solubility
comparedto P. Electrical solubility of P and As was taken from Solmi et. al. [4] and
Derdour et. al. [5], respectively.

increasein binding strength as more doparts are bound to a courter-dopart, which
implies that the monopole Coulomb approximation clearly fails at INN. It is notable
that the binding energyof InP,, is quite large, while that of B,,Sb is much smaller.
We beliewe that the strong binding betweenlin and P is related to the lowering of the
initially deeplIn acceptorenergylevel when P binds to it (Fig. 5.2). Atoro et al. has

suggestedmaking In shallonv acceptorsvia trimer with P (In-P-In) [101].

Basedon multiple binding betweendonorsand acceptors,the di erential carrier
density (Fig. 5.4) and total carrier density (Fig. 5.5) due to courter-doping were
calculated. Fig. 5.4 shows the changein carrier density asa function of free primary
dopart (P or B). The negative valuefor B,, Sbup to well above equilibrium B solubility

implies that binding is not strong enoughto overcomecharge compensationbetween
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donorsand acceptorsfor this conbination. Consisten with this prediction, Solmi et
al. reported a reduction in carrier densitiesdue to B-Sb pairing [43]. For the case
of InP,,, dn=dG,, becomespositive well belonv P solubility. Although In solubility is
low (1:8 10*%cm 2 [107) in pure silicon, pairing with P substartially increasesn
solubility well above the normal value (Fig. 5.5(a)). Ga-P pairing is also predicted
to give substartial activation enhancemety but dueto smaller As electrical solubility
comparedto P, In-As pairing doesn't increasethe total electrondensity signi cantly.
Fig. 5.5 was plotted assumingthe same free primary dopart conceiration as its
equilibrium solid solubility in Si. Counter-doping and assaiated pairing can also be

bene cial in the formation of abrupt junctions by suppressingdopart di usion [93
43, 96].

5.3.2 Acceptor-aceptor pairs

When two acceptorsare closelyspaced,Coulomb repulsionis expected. Although this
is true for two B atoms, aslisted in Table 5.4, B-Ga binding is weakly attractiv e, and
B-In has a substartial binding energy We beliewe that the holesassaiated with B
are delocalized and thus ionized B atoms repel eat other. Howewer, in conjunction
with the larger ionization energy holes asseiated with In atoms (and to a lesser
extert Ga) are more localized,and the localization is enhancedby the presenceof an
additional acceptor. Localizedholesthen stabilize the formation of B-In (and B-Ga)
pairs. Fig. 5.6 shavs a comparisonof hole distribution around B, In, and BIn. This
medanismis supported by the fact that removing the holesby consideringnegatively
chargedcellsleadsto the elimination of B-In binding (Table 5.5).

Unlike donor-acceptorpairing, no charge compensationis involved, so acceptor-
acceptor binding might be expected to lead to enhancedhole concenrations. Un-
fortunately, our calculationsindicate that the BIn pair is a deepacceptoras shovn
in Fig. 5.7(b), with both acceptorlevels located well within the gap. This predic-

tion is supported by the experimertal results of Scaleseet al. [96], who found that



Table 5.4: Formation energyof acceptor-acceptoipairs.

while BIn shows strong attractiv e binding.
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B-B interaction is repulsiwe,

B, BGa Bin
eV | INN | INN 2NN 3NN | INN 2NN 3NN
E" [ 0.93]|-0.06 -0.10 -0.08]-0.41 -0.29 -0.20
ES | 0.28 -0.03 -0.10
E"| 0.65]-0.03 -0.07 0.05[-0.31 -0.19 -0.10

Table5.5: Formation energyof Bln for variouschargestates. When holesareremoved,
BIn interaction goesfrom attractiv e to repulsive.

(@) B

eV | Bin | BlIn | BIn?
Ef |-0.41] -0.21| 0.12
() In

(c) Bin

Figure 5.6: Hole density of (a) B, (b) In, and (c) B-In pair calculated by taking
the di erence in chargedensity betweena singly chargedcell and a neutral cell. All
isosurfaceswvere plotted at the samedensity (

= 2115 10%'e=cm 3).
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Figure 5.7: Density of states of single acceptorsand acceptor-acceptorpairs. In B,
acceptorstates are located below the top of the valenceband maximum, but in Bin
pair two holesare in deeplevel.

In co-dopingdeactivates B. Previous theoretical work by Szrulowicz et al. con rm
that B-In pairs have a large rst ionization energy[103. Howeer, asin the caseof

donor-acceptorpairing, In can be usedto reduceB di usion [92].

5.4 Summary

In conclusion,we have investigatedthe binding of various donor-acceptorpairs and
acceptor-acceptopairs and analyzedthe resulting impact on maximum chargecarrier
density. Counter-doping of B with As or Sb can reducethe junction depth due to
retarded B di usivit y, but the calculatedpairing e ect is not largeenoughto overcome

charge compensation between opposite dopart types. Courter-doping of P with Ga
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or In, howeer, is predicted to enhanceelectron conceitration via pairing of multiple

P atomswith a singleln or Ga atom, thereby providing an increasein the maximum
conceftration of electrically active P which exceedscompensationvia the acceptors.
B-In shawvsa surprisingly signi cant attractiv e binding, which we attribute to localized
holesovercomingexpectedionized acceptorrepulsion. Howewer, B-In co-dopingleads
to reduced, rather than enhanced,hole density becauseit producesdeep acceptor
levels. For both donor-acceptorand acceptor-acceptorco-doping, attractiv e binding

is alsoexpectedto leadto reduceddi usion and thus moreabrupt junction formation.
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Chapter 6
B DIFFUSION IN STRAINED Si; xGEx

Using an extensiwe seriesof rst principles calculations,we have deweloped general
modelsfor the changein energyof boron migration state via interstitial medanismas
a function of local alloy con guration. The model is basedon considerationof global
strain compensationas well aslocal e ects due to nearby arrangemen of Ge atoms.
We took a statistical averageover many alloy con gurations basedon the changein
migration energyto explain the reducedB di usion in strained SiGe and compared
our resultsto experimertal obsenations. Thesemodelsinclude signi cant e ects due
to both global stressand local Ge e ects, and accurately predict the B di usivit y

measuredexperimenrtally in strained Si; Ge, on Si asa function of Ge cortent.

6.1 Background

There is great interest in utilizing SiGe for enhancedmobility, increasedactivation,
and reducedcortact resistance,and many authors have shavn that boron di usion is
retardedin strained SiGe[45, 46, 9, 10]. Howeer, the physical medanismis not well
understood and theoretical explanationsare still cortroversialand even cortradictory.
Kuo et al. concludedthat stresse ects are not signi cant [45 and Lever et al.
attributed di usivit y reduction to B-Ge pairing [46]. Later, Hattendorf et al. found
that thereis no signi cant binding betweenB and Geusingthe -NMR technique [47].
Previous ab-initio calculations by Wang et al. suggestedthat the presenceof Ge
increaseghe migration energyand reducesthe concettration of Si interstitials [104.
In order to cortrol devicestructures at the nanoscale,a fundamenal understanding

of the e ects of alloy concettrations and asseiated strains is critical. We investigated
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the B di usion medanismin strained Si; ,Ge, to solwe the cortroversy considering

both global strain compensationand local Ge con guration.

6.2 B diusion mechanism

B in a Si lattice di uses mainly via interstitial medanism [69], and previousresearb
indicates that boron migration occursvia a two step process:from substitutional B
with neighboring tetrahedral Si (Bl ) to B in oneof 6 hexagonalites(the subsetof 12
hexagonalsitesaway from the given | site) and then bad to oneof 6 substitutional
sites [105, 12]. The B transition state is located between the substitutional site
and a hex site along a <311> direction. Fig. 1.1 shavs the migration path and
correspnding energybarrier. In this work, we assumethat the interstitial mediated

di usion medanism and di usion path are the samein strained SiGe.

Figure 6.1: Bl migration path and correspnding energybarrier. Bl ! Bpex !
Blit:. B migratesfrom a substitutional site to one of six hexagonalsitesand then one
of six sitesaround hexagonalring. The migration occursalong<311> directions.
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6.3 B diusivit y in strained SiGe

6.3.1 Ge-indued Stressin Si; Ge,

Ge atoms in epitaxially grown SiGe layer on top of relaxed Si produce biaxial com-
pressie stress. Although the strain level due to Ge is calculated using Vegard'slaw
(linear interpolation of lattice constart betweenpure Si and Ge) in many casesit is
well known that the lattice constart of Si; ,Ge, deviatesfrom Vegard'slaw [8]. As
has beenpreviously obsened [106, DFT-GGA overestimatesthe equilibrium lattice
constart for Ge. Howeer, the calculations accurately reproduce the experimertal

consensu®f the negative deviation from Vegard'slaw, asshowvn in Fig. 1.2.
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Figure 6.2: Lattice constart of Si; ,Ge,. Ge shows a negative deviation from Ve-
gard's law. DFT-GGA overestimatesthe lattice constart for Ge so the endpoint
valuesare normalizedto experimenal values[6, 7, 8] for comparisonto intermediate
compositions.
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The calculatedlattice constart of relaxed Si; Ge, is given by
a(x) = ap + 0:194 + 0:035?; (6.1)

where aq is the equilibrium Si lattice constart of 5.431. In fully strained Si; ,Ge,
on top of relaxed Si, the in-plane lattice constart of Si; 4Ge, is the sameas that
of Si and the out-of-planelattice constart is determinedby the biaxial Poissonratio

( = 2C.,=Cl11). Then, the applied strain is determinedas

a ax).
a(x)
0:194 0:03%2
5:431+ 0:194 + 0:035¢2’
k- (62)

k(X)

2 (X)

Although the actual lattice constart at high temperature is larger than the value cal-
culatedby Eg. 1.1dueto thermal expansionthe reducedelasticconstart compensates
the volume expansionand thus the stressenergyis nearly temperature independart.

The detailed analysisis givenin Section7.3.1.

Table 6.1: Formation energy and binding energy of B-Ge at rst nearestneighbor
(LNN) spacingand 2NN spacing. Formation energy(E") is calculatedat equilibrium
lattice constart of pure Si and with isolated substitutional impurities as reference.
Binding energy (EP) is calculatedwith relaxed (lowest energy) lattice constarts and
thus excludesglobal strain compensation. Both terms are de ned in Eq. 2.32. The
2NN con guration haslarger binding energythan other con gurations.

BGe 1NN | BGe 2NN
ET (eV) | -0.009 | -0.038
EP(eV) | 0.016 | -0.016
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6.3.2 B migration enegy in Si; 4Geg

When B is introducedinto a Si; 4 Ge, lattice, B may interact with Ge. In fact, Lever
et al. proposedB-Ge pairing to explain retarded B di usion. Howewer, our DFT
results shav that the B-Ge interaction is minimal (Table 1.1), and B-Ge interaction
is evenrepulsive at 1NN in cortrast to Lever's assumption. Thus Lever's scenariocan

be discarded.

Table 6.2: The induced strains of substitutional B and BI transition state. In BI
transition state, the lattice expandsin the dominant coordinate of hop.

B Bltrans
~1(-0.302,-0.302,-0.302) | (0.288,-0.036,-0.036)

Table 6.3: The formation energydi erence of the transition state for B di usion in
SigsGe relative to pure silicon. As Ge movesaway from the nal destination of B, the
formation energydi erence decreasesONN refersto an interstitial B atom displacing
a substitutional Ge to a tetrahedral site (or the reverseprocess).

1 Geatom | ONN | INN | 2NN | 3NN
E" (eV) | 0.10] 0.099] 0.047| 0.020

Table 6.4: The formation energy changeof the transition state for B di usion with
2 Ge atoms in a hex ring relative to pure silicon. Note that increasein energy of
transition state is greatestfor the two Ge atoms at 1NN. In a con guration, there is
a Ge-Gebond (Fig. 1.4 (c)). But thereis no Ge-Gebond in b con guration (Fig. 1.4

(b)).

2 Geatoms | 0-INN | 0-2NN | 0-3NN | 1-INN | 1-2NN | 1-3NN | 2-2NN | 2-3NN
ET (ev) 0.28 0.16 0.17 0.48 | 0.18 0.14 0.12 0.11
0.28




77

Table 6.5: The formation energychangeof the transition state for B di usion with 3
Ge atomsin a hexring relative to pure silicon. In a con guration, there is a Ge-Ge
bond between 1NN and 2NN, but the 2NN is at the diagonal position to 1NN in b
con guration.

3 Geatoms | 0-1-1INN| 0-1-2NN| 0-1-3NN | 0-2-2NN | 0-2-3NN
Ef 0.53 0.32 0.36 0.16 0.24
0.34
3 Geatoms | 1-1-2NN | 1-1-3NN | 1-2-3NN* | 1-2-2NN | 2-2-3NN
Ef 0.53 0.48 0.28 0.31 0.19
0.29

Table 6.6: The formation energychangeof the transition state for B di usion with 4
Ge atomsin a hex ring relative to pure silicon. In a con guration, there is a Ge-Ge
bond between 1NN and 2NN, but the 2NN is at the diagonal position to 1NN in b
con guration.

4 Ge atoms

0-1-1-2NN

0-1-1-3NN

0-1-2-2NN

0-1-2-3NN

Ef

0.53

0.42

0.40

0.36
0.3¢

4 Ge atoms

0-2-2-3NN

1-1-2-2NN

1-1-2-3NN

1-2-2-3NN

Ef

0.32

0.52

0.54

0.36

The stresse ect onB di usivit y wasstudiedusingab-initio methodsby Diebel [12].
They reported strong anisotropic di usivit y due to asymmetric induced strain of
Blyans. Another possiblefactor for retarded B diusion in Si; Ge, is the change
in Bly ans formation energydue to nearby Ge. To test this proposition, we performed
extensive DFT calculationsfor various local Ge con gurations. We nd that indeed
the Bly ans formation energy changeswhen Ge is closelylocated, and the dominart
e ect is due to Ge within the 6-menbered ring surrounding target hexagonalsite.
Figs. 1.3,1.4,and 1.5illustrate how the energybarrier changeswith di erent con gu-
ration of nearby Ge. Tablesl1.3-1.6summarizethe changesn Blans formation energy

when Ge atoms are presen in the hexagonalring where Bl migration occurs. When
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Figure 6.3: The energyalong one step of the boron di usion path (B! BI®) in
pure Si and SigzGe. The highestbarrier is for Ge at the 0" nearestneighbor (ONN)
site (not plotted). ONN refersto BGe® in which Ge is displacedto a tetrahedral site
by B. As Ge movesaway from the nal B destination, the barrier decreasego the
value in pure Si. Note that although the energyof the transition state for Ge in the
3NN site is almost the sameasfor pure Si, a higher barrier would have beenrequired
for B to have initially comefrom any substitutional site in the hexagonalring other
than the nal site in its previoushop.

there is one Ge in a hexagonalring, the B migration path to ONN has the highest
formation energy But the path to 1NN hasthe nearly sameformation energy and
the transition state energyapproadesthat in relaxedSiasthe nal B position moves
away, When there are two Ge atoms in the ring, the total e ect is strongerthan the
sum of individual e ects exceptthe 2NN-3NN case. The migration along INN-1NN
path hasthe highestformation energy This trend remainstrue for three or four Ge
atoms in the ring. Theseresults indicate that B prefersthe migration paths away
from Ge. We calculatedthe changesin the transition state formation energiesor the

caseof four or lessGe atoms in a ring, and set the values0.4 eV regardlessof the



79

Figure 6.4: The boron di usion paths and the correspnding changesin formation
energiesat the transition state with one or two Ge atomsin a hexring. The farther
the nal B destination from Ge atoms, the lower the transition state energyis. The
changein the formation energyis the highest(left arrow in (c)) with two Ge-atomsat
1NN, and the 2NN-3NN con guration (bottom arrow in (b)) hasthe lowest energy

detailed Ge location for other con gurations: v e or six Ge atomsin aring. Varying
this number doesn't a ect the nal result becausehesecon gurations arerare in the
lattice up to 50% Ge concenration and the local Ge con guration e ects are wealer
than stresse ects. We con rmed that the changesin B di usivit y are invariant with

any formation energyfrom 0 eV to 1eV when v e or more Ge atomsarein a ring.

The changesn formation energiesn the tablesinclude stressenergydueto Ge. To
separatethe local Ge e ect from the stresse ect, we subtractedthe Vo ( 81, e

~) C ~(x) term from the valuesin Table1.3-1.6. Separatecalculationscon rm that

induced strains in SiGeB systemsare additive, independent of atomic con guration.

The induced strains are listed in Table 1.2.

6.3.3 B diusion in Si; ,Ge

In pure Si, the stress-depndent B di usivit y is given by,

! E;20)
X2 ¥6 Efl (~) ) 0 €Xp KT
Dpg(™ = 0 eXp

i=1j=1

XP X9 (6.3)
P £z ij ij
kT Ezl 0 €Xp —'|k(T( )
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Figure 6.5: The borondi usion pathsand correspnding changesn formation energies
at the transition state with three or four Ge atomsin a hexring. As in the caseof
two Ge in a ring, whenewer two Ge atoms are at 1NN, the migration barrier is the
highestin ead con guration.

where  is the attempt frequency Eifl is the formation energyof the rst transition
state to the i"" hexagonalsite, Eisz is the formation energy of the secondtransition
state to the j lattice site around the hex site, and Xi'j’ is the p" componert of
hopping vector. As for di usion of B in pure Si[12], we nd that all the o -diagonal

elemerts of D are all zero.

In Chapter 3, basedon this type of equation, we performed KLMC simulations
to predict stresse ects on dopart di usivit y in Si. Howewer, performing KLMC in
an alloy material like Si; 4 Gey is technically more complicatedthan in pure material
since the local alloy con gurations and various initial Ge distributions should be

taken into accourt. To make it simple, instead of performing KLMC (tracking the
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Figure 6.6: B di usivit y in strained SiGe. Note that appropriate comparisonfor data
from Moriya et al. is with out-of-plane di usivit y, since di usion was measuredin
vertical direction only. Model predictions (out-of-plane) and data were both normal-
ized to 20% Ge result since Moriya reported only relative di usivit y [9]. It can be
seenthat the calculationsdo an excellen job of predicting changein B di usion with
Ge fraction. Fang'sdata at 20% Ge (2) alsoagreeswell with our prediction (x) [10].

consecutie hopsin the large lattice), we took the statistical averageof the di usivit y
calculated analytically at ewery lattice site in a small volume of lattice subject to
periodic boundary condition. This is equivalert to KLMC sincethe main cortribution

originatesfrom stresse ects and the correlation betweenconsecutie hopsis weak.

The averagedchangein di usivit y is obtained by

Norole 304
pSice (x) D vipg(X)
Pg i - u=l v=1 ‘ : (64)
SSI Nsample 64 D S('q (O)

pq

whereNsampie is the number of samplesfor di erent Ge con gurations and 64 accourts
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for the possibleoccupationsitesof B in a 64-atomsupercell. In Si; Ge, the applied
strain ~ is determined by the Ge fraction x (seeEq. 1.2) and the fraction x also
determinesthe local Ge e ects on the average. Therefore,the parameter~in Eq. 1.3

changesto x in Eq. 1.4.

When biaxial stressis applied, 4 paths out of the 12 possiblepaths to nearlby hex
sitesare an out-of-planetransition and the others are an in-plane transition. For the
secondtransition to substitutional sites, 2 paths out of 6 are out-of-plane and the

othersarein-plane. Then Eq. 1.3 becomes

0 ‘ 1
f1
. exp@ EI;+I(X)A " 0 1
qu(X) - X g ! S exp@ uout (X)A Xp Xq
Dpq(0) i=1 x Ei’(X) j=1 KT
exp —_—
k=1 KT )
+X6 eXp@ IOUI(X)A Xp xq
i KT
0 "
i exp@ Eli(;in () A
+ * T X2 @ Ij out (X)A p q
1 exp@ —BMTIA XP X
=5 X Ex(X) =1 KT
exp —_—
k=1 KT
1 #
X6
+  exp@ %(X)A XP X{: (6.5)

j=3
Here we assumedthe attempt frequency o is samein both Siand Si; ,Ge.

Basedon Eg. 1.4 and 1.5, we calculated D 33 (out-of-plane) and D4, (in-plane)
since biaxial stressproducesanisotropic di usion. The results were comparedwith
experimertal data by Moriya et al. [9] and Fang et al. [1(], shovn in Fig. 1.6. The
changein in-plane di usivit y is stronger than that of out-of-plane di usivit y, which
is consistem with Diebel's prediction [12]. We matched out-of-plane di usivit y with
Moriya's at 20% Ge sincetheir data was given in arbitrary units. The theoretical

valuesarein agreemenwith the experimertal resultsand give an exceller prediction
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Figure 6.7: Out-of-plane B di usivit y in strained SiGe. The broken line is the Ge
e ect and the dotted line is the stresse ect. Stresse ect is somewhatstrongerthan
Ge e ect, but both producesigni cant changein B di usivit y.

of changein di usivities in strained Si; ,Ge,. Both strain e ects and chemicale ects
are important. Howeer, the chemical e ects appear weaker than suggestedoy data
of Kuo et al. [45 who varied both composition and strain independerily. Similarly
the strain e ects appear strongerthan those extracted by Kuo et al. [45], but weaker
than those obtained from similar experimerts of Zangererg et al. [32. This may
be due to changesin dislocation structure of relaxed SiGe modifying the point defect

concefrations in the experiments.
6.4 Summary

We analyzedthe complicated B di usion in strained Si; 4Ge, alloys using extensiwe
DFT calculations. We found from DFT resultsthat while there is no binding between

substitutional B and Ge, Ge in the proximity of B can increasethe B migration
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barrier. By separatingstrain and local Ge e ects, we deweloped a predictive model
for retarded B di usion in strained SiGeand found that the B transition state energy
dependson local Ge con gurations aswell asglobal strain compensation. While both
stresse ects and local Ge e ects are signi cant, strain e ects are somewhatstronger
than local Ge e ects. B di usion is strongly anisotropicin strained-Si ,Ge, due to
the asymmetrictransition state. Thus the impact of Ge on out-of-planedi usivit y is

wealer than that on in-plane di usivit y.
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Chapter 7

DOP ANT SEGREGA TION AT STRAINED-S 1; xGEex/Si
INTERF ACES

In this chapter, dopart (B, P and As) segregationat strained-Si Ge,/Si inter-
facesis discussedby equilibrating chemical potertials of doparts and electronson
ead side of the interface. The theoretical results are then comparedwith existing
experimental data. Our calculations include changesin e ective density of states
(EDS), with particular attention to high temperature hole e ective mass,band gap
narrowing due to Ge and temperature, and lattice constart. We nd that strong
B segregationis dominated by stresse ects, while moderate P or As segregationis
dominated by changesin electronicproperties. We alsoobsene that calculatedstress

energyis nearly temperature independen.

7.1 Background

In modern ULSI technology, strain engineeringis becomingan essetial tool to help
scalemetal oxide eld e ect transistor (MOSFET) devices,and strained Si hasbeen
usedin commercialproductsto enhancethe carrier mobility sincethe 90nm node[38].
Oneof the important strain sourceds an Si; ,Ge, expitaxial layer in the source/drain
regionsof a p-MOSFET.

At the Si/Si; Ge, interface, it has been reported that B segregatesnto the
Siy xGe, region[107, 108 109,46, 110 10]and P or As segregateinto Si[108 2, 111].
To our bestknowledge,howeer, detailed calculationsincluding all the terms required
to predict segregation(asin Egs.9 and 11 in Ref. [109) have not beenreported. In

our previous analysis[40], for example,B segregationwas explained basedon solely
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strain compensation. Howeer, this analysiswas oversimpli ed, and there are other
e ects arising from changesin electronic properties and ertropy of mixing. In this
chapter, we investigatessegregationratio quartitativ ely at the interface of strained-

Si; xGe//Si, leadingto correctionsto a similar previousanalysisby Hu [107, 109.

7.2 Free energy and chemical poten tial

Dopant segregationoccursuntil the chemical potertial readesthe samevalue on
both sidesof the interface. The segregationratio kg is given as a solution of the

equation:

(ksegN)Sil «Gex — (N)Si; (7-1)

whereN is dopart conceftration. Hu separatedthe chemicalpotential into two sepa-
rate parts: atomic and electronic. In the atomic part, dopart atoms wereintroduced
into Si or Siy «Ge, with charge carriers at the intrinsic Fermi level. Howewer, the
defectlevel (donor or acceptorlevel) is the more proper level in which to introduce
charge carriers, and is consistem with subtracting the ionized fraction of doparts in
the electronic step. Low temperature behavior further supports this idea, as some

chargesstill remain at the defectlevel (not at the intrinsic level).

The total free energyof N dopart atomsis given by

G = Nu VoN ~ C ~Nge) KTIN( a o) (7.2)

whereNu is the total internal energyof doparts, V; is onelattice volume of relaxed
Siy ,Ge,, C is the elastic sti ness tensor, -~ is the normalized induced strain due
to the dopart, «(Nge) is the applied strain, and , ( ) is increasein the number of
possiblecon gurations of atoms(electrons)dueto the dopart. The seconderm is the

generalizedstressenergy(  ceNNge in Refs.[107, 108 109) under normal stress
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conditions. For simplicity, we will descriteit asNE®. ~valuesfor various doparts
arelisted in Table 7.2, and the applied strain is determinedassumingpseudomorphic
growth conditions. The internal energyis the sum of electric potential energiesofions

and free charge carriers, and binding energies:
Nu = fNZe + NEP+ (1 f)NEg+(n nm)Ec (p p)Ev; (7.3)

where is electric potertial, f is the ionized fraction of the dopart, Z is the charge
state of the dopart, n; and p; areintrinsic carrier concertrations, EP ( EPN Pared=\)
is the averagedbinding energy of dopart-Ge pairs, n (p) is the electron (hole) con-
certration, and E. (E,) is the conduction band minimum (valenceband maximum).
Averagedbinding energyrather than direct binding energyshould be usedsincethe
pairing probability is lessthan 1. In Eq. 7.3, the rst term is the electric potential

energyof the ion, and the last three terms are electron energy

The number of possiblecon gurations is given by

= ;otaI(N)
O
N ! (NL  Nge)!Nge!
for B;
EN!NGe!(NL Nge N)! N, !

(7.4)
3 N ! (NL  Nge)!Nge! _
NI(N, N) N, | for P and As;

_ gotaI(N)
© e(0)
) N,! N, ! N o O
T n(N, n)ip(N, pldN)[@ fNp 9
Ni'(Ne m)!'p!(Ny  p)!,
N,! Ny

(7.5)

whereN_ is the lattice concertration, Nge is Geconcetration, N (N,) is the electron
(hole) e ective density of states,and g is the electronspin degeneracyIn courting the

number of possibleatomic con gurations in Eq. 7.4, we assumedthat B can replace
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only Si not Ge, which is supported by highly suppressedl complexformation with
Ge [39]. Conversely P or As di usivit y in strained Si; ,Ge, is slightly higher than
in Si [77, 2], which implies that doparts can replaceGe sites without restriction. To
accourt for this, weintroducedZ = (1 Z)=2. Whenchargeneutrality (n p ZfN =

0) and full ionization (f = 1) are assumedwithin Maxwell-Boltzmann statistics, then

NE. PpE,+ kTIn [°¥(N)= NEg; (7.6)
where Er is the Fermi energy When N = 0, njE; pEy+ kTIn ¢(0) = 0. Thus
Eq. 7.2is simplied to

N
G=N Ze +ZEg+EP+E®+kTIN —m— (7.7)
N.  ZNge

Finally, the electrochemical potential of the dopart is given as the derivative of G

with respectto N:

Ze NZe °+ ZEg + ZNEQ + Eb+ ES

N
+ KTIn ——— + kT (7.8)
N.  ZNge
N
= Ze + ZEg+E+ E®+ KkTIn————— + kT: (7.9)
N.  ZNge

In Eq. 7.8, the derivative of built-in potertial cancelsout the derivative of the Fermi

energy
7.3 Segregation ratio

7.3.1 Derivation of seggregation ratio

Selectingareferenceenergyis important in usingEq. 7.9in Eq. 7.1. Although Hu [108
usedundopedlow temperature Si; xGe/Si heterostructureband alignmert (Fig. 7.1

(a)) to accourt for a part of the di erence in electronenergy the electronenergyis a
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Figure 7.1: Band alignmert at strained-Si ,Ge/Si interface without band bending
(a), and with band bending (b). Chargeneutrality breaksdown nearthe junction due
to di erent work functions in ead side unlessall the chargesare frozen. This builds
up an electric potential and causesa band bending acrossthe junction.

constart acrossthe interface becauseband bending occursto match the Fermi level
in both regionswithin the order of the Debye length | S.kTixq?N Within a short
distance on the order of the Debye length from the interface, charge neutrality does
not hold, and thus Eq. 7.6 is not valid. Howeer, the Debye length is only on the
orderof 1 nm at 90°C and5 10'° cm 3, which is the experimertal condition in Hu
et al. [10§ and Moriya et al. [11(J. Thus Fig. 7.1 (b) is the proper band alignmert
and our description of electron energyis valid.

Egs. 7.1and 7.9 can be conbined to yield the segregatiornratio:

Z Eb  ES
Keeg= (1 ZX)exp 25 ; (7.10)
KT
where x is the Ge fraction. indicates the di erence betweenregion 2 (Si; xGe,)

and 1 (Si) throughout this chapter with the exceptionof . The built-in potertial

terme isanimplicit function of kseq and it is given by

N
e = + (E, Ef)=  +kTih—eeM. (7.11)
N2 Ne1
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where is the electrona nit .

We use a numerical solution of Eq. 7.10 to compare our calculations with ex-
perimerts. Howeer, the two limiting casesdeterminedby the ratio betweendopart

concertration and intrinsic carrier density provide a guide for the rangeof segregation

q
ratios. Under intrinsic conditionsn p n; = NcNyexp( Eg=kT). Therefore,
the intrinsic segregationratio is given as

!
NeoNyy 472 z Eb ES+Z Eg=2

Kseg =1 ZX) NeNop exp T
C Vv

(7.12)

Under extrinsic conditions, n;=n, becomes=Kseq for n-typeorkseg NcaiNy1=(Nc2Ny2)
exp( Eq4=KT) for p-type combined with n? = np. Applying theseresultsin Eq. 7.10
yields the extrinsic segregationratio:

s !

b S
% (1 Z‘x)&exp = E E” Z By n type
3 N 2kT |
E N Eb E Z E
v2 g .
1 ZXy _exp KT p type;
\Y

For p-type material N, replacesN. in Eq. 7.13. Note that Z E4 is usedinstead of

Z Egq in extrinsic case.

7.3.2 E e ctive density of states

The rst signi cant factor in segregations the changein EDS (N. and N,). As more
Geis incorporated, EDS decreasesinceGe-inducedstrain removesdegeneracyof the
band structure. When compressie biaxial stressis applied, the electron density of
statesat room temperature rapidly decreases$o 2=3 of the unstressedvalue because

compressie biaxial stresslowers the energyof 4 out of 6 conduction band minima.
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(a) EDS at room temperature (b) EDS at 85C°C

Figure 7.2: E ectiv e density of statesin Si; yGe,. Biaxial compressie stressreduces
6-fold degeneracyf conductionband minima to 4-fold degeneracythus electronEDS
of Siy xGe, is roughly 2/3 of pure Si. Howewer, hole EDS decreasesontinually as
more Ge is added. High temperature electron EDS decreaseslower than the room
temperature value due to thermal smearing.

We calculated high temperature N value basedon Eq. 22 and Table 1 in Ref. [44]:

Nlw

|
Ec;split mkT

NC = 2 gl+ 92 eXp kT 2 h2 ’

(7.14)

whereg; (g,) is the degeneracyof the lowered (raised) conduction band minima. In
compressiely strained Si; ,Ge,, g;=4 and g,=2. Sincethe electrondensity of states
(DOS) massis almost constart with varying Ge fraction [112 and temperature [113,
Eq. 7.14is still valid in Si; «Ge, at high temperature. Ecgpic IS the energysplit-

ting of the conduction band at the  valley. It can be determined by the uniaxial
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deformation potential  [114:

Ec;split = Egm EéOO;Olo (7.15)
2 1

= 3 ul2 K 3 (2 ) (7.16)

= u(2 W (7.17)

The hole EDS, N,, can be obtained in a similar way to N¢:

Ev;spl it kT .
KT 2 h*

N,=2 m¥2+mZexp (7.18)

wherem, (m)) is the hole EDS massof the raised (lowered) bands,and E,spit IS

the valenceband splitting at the point:
Ev;split = Evo Evi (7.19)

3

1

1
5 2
1 1 1 9 2
4 Z +ZE+> 2+ JE+>2(E)?’5 7.20
60 4 2 0 0 4( ) ( )
3
4

[

24 0E+§(E)22; (7.21)
where ¢ is the spin-orbit splitting, and E = 2b( , ) with the uniaxial deforma-
tion potential b. The v2 bandis a purejg; % > state and the v1 band is the mixture

ofj%;% > andj%; % > states. The parametersusedin the calculationsare summarized

in Table7.1.

The hole EDS equation (Eqg. 7.18) looks similar to the electron EDS equation
(Eq. 7.14). Howewer, the hole EDS varies in a more complicated way due to non-
parabolicity of the bands. Sinceno hole EDS data hasbeenreported at high temper-

ature, we calculated high temperature hole EDS by integrating the density of states
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Table 7.1: The parametersusedto calculate e ective densily of states.

Si | Ge
. [114 |9.16] 9.42
0o[114 | 0.04| 0.3

b[115 44]| -15]| -2.2

(DOS) massprovided by Fu et al. [116].

h2k2

E = —— 7.22
2mpos(E) (7.22)

32 _ 1 21 mpos(E)EY?

(KT)32F1(g5) o 1+ exp E

dE; (7.23)

Ee
kT

wheremp s is the density of statese ective mass,and F,-, is the Fermi integral of
order1=2. In Eq. 7.18,m, and m, arede ned in away to include the non-paratolicity.
The results are plotted in Fig. 7.2. At both room and high temperatures, the hole
EDS varies acrossa wider range than the electron EDS. As expected, the electron

EDS cornvergesto 2/3 of the unstrained value at a high Ge fraction.

7.3.3 Band gap narrowing

The secondsigni cant factor in the segregationequations (Eqs. 7.12 and 7.13) is
the band gap narrowing in strained Si; ,Ge,. There have beenmany experimental

measuremets of the band gap in strained-Si yGe, and Yang et al. summarized
the results in Ref. [44. When x < 0:40, the deviation among data is small and
Yanget al. suggested 0:896x + 0:396x? for Eg, which was usedin our segregation
calculations. Sincethe band structure of strained-Si ,Ge, is similar to that of Siand
has similar temperature dependenceto Si [44], Eg4 is temperature independert at

practical Ge concetrations of interest. The intrinsic carrier density canbe determined

as a function of Ge fraction n;(x) by combining EDS and E4 and it is plotted in
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Figure 7.3: Intrinsic carrier concetration in Si; 4 Ge.

Fig. 7.3.

7.3.4 Stressenegy

The last major factor in segregationratio is the stressenergy The key parameter
in stressenergy the induced strain ~, was calculated using the density functional
theory (DFT) code VASP [58, 59, 60]. For B and P, the calculated values agree
well with experimertal data, but for As, the theoretical value has the opposite sign
to the experimertal value by Cargill et al. [18] (Table 7.2). Howewer, the absolute
di erence is smalland the discrepancycanbe explainedby the existenceof As-vacancy

complexesasdiscussedn Section4.3.

The applied strain in biaxially stressedSi; ,Ge, is a function of the Ge fraction
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Table7.2: Inducedstrains dueto doparts. The valuesin parerthesisare experimertal
data. 2 Ref.[19], ® Ref. [1§], ¢ Ref.[20]

= As B
-0.08 0.018 -0.302
(10 Zcn?) | -1.6(-1.99) | 0.36(-0.4%) | -6.04(-6.3°)

x aswell astemperature, and it is given as

asi(T) asi, ,oe(T).

T = asi, yce(T) ’ (7.24)
= SC(XT)
2(X;T) = ZW (X, T); (7.25)

where ¢ ( ») is in- (out-of-) plane strain, and a(x; T) is the lattice constart of

Siy xGe,, which is given by

Z !

a(x;T) = ap(x) 1+ (x; THdTO ; (7.26)
298

where (x; T) isthe linear expansioncoe cien t, which wastakenfrom Ref.[117]. The
room temperature lattice constart ag(x) wasobtainedfrom Ref.[11§. Combining the
temperature dependenceof the Si elastic constart [119 with the Ge conceltration

dependence118, we also estimated elastic constarts C1(x; T) and Cy»(Xx; T) as,

Cu(x;T) = (1658 37:3x 0:01287)GPa; (7.27)
Ci(x;T) = (639 156x 0:00480N)GPa: (7.28)

In previous Chapters, we calculatedthe stressenergy( Vo, ~ C ~(x)) basedon the
assumptionthat V, and C are a constart and ~(x) is independent of temperature.
Although ~ is nearly temperature-independert becausethe samethermal expansion

coe cient is usedfor as; and asj, ,ce,, the lattice volume and elastic constaris are
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Figure 7.4: Stressenergywith varying V, and C (solid line) and stressenergy with
constart Vo, and C (broken line).

subject to changewith varying x and T. We tested whether the full consideration
of temperature and Ge fraction for all the parametersin the stressenergyequation
( Vo(x;T) ~ C(x;T) ~x;T)) made a signi cant changeto our previous results.
Fig. 7.4 comparesthe stressenergyfrom the simpli ed equationto the stressenergy
from the full equation for substitutional B. Even when the dopart producesa large
inducedstrain aswith B, the resultis nearly unchanged. This indicatesthat the e ects
of increasedlattice volumescompensatethe e ects of the reduced elastic constart.
Thus all the work using the simple version of stressenergyin the previous Chapters

is still valid.

7.3.5 Binding enegy and electron a nity

The binding energiesare calculatedusing DFT. For all three caseq(i.e., B-Ge, P-Ge,

and As-Ge) the magnitude of direct binding energy was lessthan a couple tens of
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Figure 7.5: Left: Sdematic plot of the e ects of EDS on dopart segregationas
a function of Ge fraction. The reducedEDS in Si; yGe, always makes acceptors
segregatento Si, but it dependson doping condition for donors. Right: Scdematic
plot of the e ects of reducedbandgapon segregatiorratio asa function of Ge fraction.
The smaller bandgap of Si; yGe, helps acceptorssegregateinto Ge, but it is the
opposite for donors.

meV, and thus averagedbinding energycan be ignoredin our calculations.

The last factor, S E. in undoped conditions as seenin Fig. 7.1(a).
While theoretical calculations using K p methods and deformation potertial pre-
dicted type-l alignment when x < 0:4 [114 120, there is growing evidencethat
strained-Si 4Ge/Si forms type-Il alignmert via exciton energy measuremets and
calculations[12] 122,123 124 125. Hower, regardlessof the type of alignmen,
the magnitude is small and the impact of electrona nit y on segregationis minimal.
We linearly interpolated the value at x = 0:48 provided by Ni et al. [12]], which is
more consenative than that by Pennet al. [124: (x) = 0:062%.

7.4 Dopant segregation

The three major factors in the segregationratio (Egs. 7.12 and 7.13) are e ective

density of states, band gap, and stressenergy
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(a) E ectiv e density of states

As shawn in Fig. 7.2,the changein electronEDS is much lessthan that in hole
EDS. This di erence causesB (P and As) to segregateout of (into) strained
Si; xGe, under intrinsic doping conditions (Eqg. 7.12). Under extrinsic condi-
tions, changesin EDS causeboth typesof doparts to segregateout of strained

Si; xGe, but the e ect is wealer for donorsdueto slowly varying electronEDS.

(b) Eg

The electric eld due to the reducedband gap of Si; Ge, results in the op-

posite type of intrinsic segregationfor donors and acceptors,and it has the

strongeste ect on intrinsic donor segregationinto Si. Howewer, the band gap

di erence makesa minimal impact on extrinsic donor segregatiordue to aligned

conduction band. For acceptors,a large built-in potential is formed sinceband

alignmert occursat the valenceband maximum, and thusit causesB segrega-

tion into Si; 4Ge,.

(c) Stressenergy

Unlike the two factors above, strain compensationis dependen on not only the

type of dopart, but the doparnt size. Consequetly, it is the largestfactor for the

small B atom due to a large negative induced strain (Table 7.2), and it causes
B to segregatanto the Gerich region. On the other hand, strain compensation
is much wealer for P and As and electric eld e ects overwhelm stresse ects

and result in segregationinto Si.

7.4.1 Donor sayregation

The atomic size of P is smaller than that of Si, thus P can releasestress energy
in strained-Si «Ge,. Howewer, strain compensationis not strong enoughto over-

comethe other e ects. Fig. 7.6 shavs a comparisonbetween our calculations and
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experimertal resultsfor P segregation.The calculatedsegregationratio predicts seg-
regation out of strained SiGe, as seenin experimerts, but underestimatesthe extert
of segregation. At least someof this di erence may be due to issuesrelated to the
experimerts. In particular, we can note that di erences between Christensenet al.
and our intrinsic value becomdarger asthe Gefraction increases.If partial relaxation
had occurredasthey reported [2], stressenergywould be reducedand stronger segre-
gation into Si would be expected. In addition, a Si capping layer on top of partially
relaxedSi; xGe, experiencedattice expansionthusthe strained-Si ,Ge,/Si descrip-
tion should be shifted somewhattoward strained-Si/relaxed-Si ,Ge.. In the latter
case,the electron a nit y increasedue to conduction band lowering [44, 126 over-
whelmssmaller di erence in the band gapin Eqg. 7.12,and the prefactorin Eq. 7.12

is lowered as comparedwith the former case.
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Figure 7.6: P segregatiornratio at strained-Si »Ge,/Si interface. Filled symbols rep-
resem experimertal valuesand open synmbols represem correspnding theoretical val-
ues. The predicted value for Kobayashiet al. is not given becauseheir experimental
conditions were beyond the Maxwell-Boltzmann regime. Inset shovs As segregation
ratio at 95C0°C.
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Hu's extrinsic data is ewen lower than Christensen'sintrinsic result and looks
inconsistert with the trend [108. Combined with higher P di usivit y in strained
Sii xGe, [2], the strong gradiert in the P concetration can enhanceuncertainty in
segregationmeasuremets. Kobayashi's result deviatesgreatly from the theoretical
calculation and this can be attributed to partial lattice relaxation in sud a thick
(160 400nm) Siy.75Gey.25 layer and a slow chemical potertial increasedue to partial
activation in the Si layer. Partial activation ariseswhenN is near2 10?°%cm 2 [4]
and it reducesthe chemical potertial with the fractional cortribution of the electric
potential energyof the ion (seeEq. 7.9). Howewer, quartitativ e analysisis beyond the
scope of this work sinceMaxwell-Boltzmann statistics alreadyfail whenN  n N;.
In inset of Fig. 7.6, we also comparedthe As segregationratio with Hu et al. [10§.
The measuredvalue is lower than the calculated value possibly due to ignoring the
higher As di usivit y in strained Si; yGe, [77] than in Si. Due to the small induced
strain of As, minimal strain compensation and thus stronger segregationthan P is

expected.

7.4.2 Acceptor segregation

In acceptor-dod semiconductors,the majority charge carriers are holes, thus Z
is changedto 1. Combined with large stresse ects, the result is B segregation
into the Si; ,Ge, layer. Fig. 7.7 showvs a comparisonbetween our prediction and
measuredvaluesfor B segregation.Overall, the prediction appearsquite good, with
the calculationsgenerally predicting slightly more segregationinto the strained SiGe
than obsened experimertally. The largest di erence is for Fang's result with a low
B concetration (Cg 3 10Ycm 2 in Si region), which is much smaller than our
calculation. This large di erence is partially due to the narrownessof the Si; ,Ge,
layer. In their experiment, the Debye length is about 11 nm, but the half width
of the Si; Ge, layer is 15 nm. Therefore, the band is not at ewen at the certer

of the Si; «Ge, layer and the built-in potential is not fully deweloped accordingly
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Figure 7.7: B segregationratio at strained-Si »Ge,/Si interface. Filled (open) sym-
bolsrepreseh measuredpredicted) values. At low Ge conceltration (3% Ge), Lever's
data and predicted value overlap. The error bar with open squareis for comparison
to Moriya's data at various temperatures. For better visibility, predicted valuesfor
Hu and Moriya are plotted with a small o set in Ge concerration.

Under sud conditions, a Si; Ge, epi-layer that is seweral times thicker is desirable

for segregationmeasuremen

The B concetration in Lever et al. is comparableto the intrinsic carrier density,
thus the segregationratio is betweenthe intrinsic and extrinsic curves. Hu's result
shows quite good agreemen with our prediction [10§. SinceMoriya et al. measured
segregationat various temperaturesin Sip.sGey.», their data is shovn asan error bar
in Fig. 7.7. For better visibility, we plotted the theoretical prediction for Moriya et

al. and Hu et al. with small o set on the x axis. In B segregation,stresse ects are
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dominart, but the changein the band structure still hasa signi cant e ect.

7.5 Summary

In summary, we calculatedthe dopart segregatiorratio at strained-Si ,Ge,/Si inter-
faceby consideringband alignmert, band gap narrowing due to biaxial compressie
stress, e ective density of states, and stressenergyas a function of Ge fraction and
temperature. The stresse ect is the dominarnt factor for B segregation,while elec-
tronic e ects, sud aschangein band structure and entropy of mixing, are dominart
for P and As. A detailed considerationof the temperature dependenceof the elastic
constart and lattice constart producesa minimal impact on stressenergy To achieve
better results, we suggesta similar experimert to Fang et al. with a Si; yGe, layer

that is seweral times thicker.
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Chapter 8
SUMMAR Y AND SUGGESTIONS FOR FUTURE WORK

In this dissertation, we explored various promising techniquesto enhanceultra
shallow junction (USJ) formation. Basedon key parameters (induced strain and
binding energy) obtained by using ab-initio methods, we predicted stresse ects on
dopart di usivit y and activation, and calculated the pairing coe cient between co-
doparts and the segregatiorratio at the interface of Si/strained-Si; ,Ge,. Extensive
DFT calculations were usedto explain retarded B di usion in strained Si; Ge,,
which has beena cortroversial issuefor more than a decade. In this chapter, we
summarizethe work preseied in this dissertation, and concludewith suggestiondor

future work.

8.1 Summary

This dissertationcortributes to the advancemehn of Si technologyin three main areas:
stresse ects on dopart di usion/activ ation, codoping e ects, and dopart behavior in

SiGe. In the following sections,our primary adievemers are summarizedby topic.

8.1.1 Stresse ects on dopant di usion and activation

(a) VacancymediatedAs di usion hasa strongerstressdependencehan inter-
stitial mediatedAs di usion, andthus As di usivit y undergaesan enhancemen

under biaxial compressie stressbut little changeunder tensile stress.

(b) It wasconrmed that the lowest energyPI structure is the X, named by

Liu et al. [11]. P diusion requirestwo distinct migration paths: inter-ring
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transition (0.1 eV) and intra-ring transition (0.2 eV). Asymmetric Pl transition

statesresult in anisotropic di usion under biaxial stress.

(c) Stresse ects on dopart-vacancypairs are universaldue to the similarity in

transition statesand the additive nature of induced strains.

(d) GaandIn have similar di usion paths, and the stresse ects on di usivit y

are isotropic even under anisotropic stress.

8.1.2 Dopant-dopant interaction

(&) The attractiv e binding of B-In pairs originates from localized holesand it

is detrimental to dopart activation.

(b) Strong binding between P and In/Ga can enhancethe solubility of both
doparts, and the large pairing coe cien t betweenP-In/Ga suggestsan enhance-

mert in dopart activation via multiple binding.

8.1.3 Dopant di usion and segregation in SiGe

(a) Retarded B diusion in strained SiGe is due to global stresse ects and

local Ge e ects. The latter is wealer than the former, but still signi cant.

(b) The dopart segregationratio equation at the interface of Si/strained-SiGe
was derived by consideringthe detailed electronic properties of strained SiGe.
The three main cortributions aree ective density of states,band gap, and stress

energy

(c) Acceptorssegregatanto SiGeand donorsout of SiGe.
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8.2 Suggestions for future work

In this work, we mainly focusedon point defectand small clusters. Howewer, extended
defects(e.g., f 311g defectsand dislocation loops) can be createdduring processnear
end of range (EOR) regionsor highly stressedregions. Thesedefectsare detrimental

to MOSFET scaling sincethey degradethe performanceand reliability of devices.
As computing power grows rapidly in accordancewith the advancein silicon technol-
ogy, the accessiblesystemsizesand time scalesfor DFT calculationsare cortinually

expanding. As a consequencelarge defectssut as f 311g defectsand dislocation
loops comeinto the scope of DFT calculations. The stressenergy model we used
in this work can be extendedto these defects. In this case,induced strains have
shearcomponerts and thus we shouldtreat the stressenergyequationasa full tensor
equation. Preliminary work on extendeddefectsfound that f 311g defectsare favored
over dislocation loopswhen a small number of interstitials are involved and there is a
cross@er point asthe number of interstitials increases.lt would be of great interest
to perform KLMC simulations of comprehensie defect ewolution models including

small I/V clusters,f 311g defects,and dislocation loops.

As shown in Chapter 4, the active As concetration is di erent from the total
chemical As concetration at high doping conditions and it is limited by As-V clus-
tering. Another n-typedopart, P, alsoshovsa similar activevs. total P conceltration
curve [4]. Combined, the similar P-V biding energyto As-V binding energysuggests
that both As and P deactivation kinetics are alike. Howe\er, the signi cant negative
inducedstrain dueto P is expectedto enhanceP activation under compressie stress.
The B diusion model in SiGe we dewloped in Chapter 6 can be applied to other
elemerts like P or As. Extending the model to a comprehensie KLMC model includ-
ing dopart-defect formation kinetics would be of great interest becausehe annealing
processusually stops beforethe systemreatesequilibrium. We also suggesta more

dedicatedsegregationexperimert with particular attention given to the thicknessof
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the strained layer and lattice relaxation.
8.3 Final Conclusion

In this dissertation, we demonstratedhow DFT calculationscan be usedto improve
our understandingof complicateddopart/defect behavior in Si. DFT hasbecomean
essetial tool in studying material properties and atomic behavior of doparts/defects
in Si, and is making an important cortribution to the dewelopmen of silicon tech-
nology Likewise, faster microprocessorsin turn improve the predictive capability
of DFT. Basedon an optimistic outlook, advancesin chip fabrication technology
accompaniedby the improvemern of computing power may ewertually lead to fully

atomic-scalesimulations of devices.
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Appendix A
DEVELOPMENT  HISTOR Y OF DFT POTENTIALS

Although the Hoherberg-Kohn and Kohn-Sham theorieswere published in 1964
and 1965, respectively, there had beenearlier attempts to make the exchangeenergy
term local. The rst attempt was madein Slater's paper: "A Simpli c ation of the
Hartree-Fock Methad." (Phys. Rev. 81, 385 (1950)). Even in the 1920's, Thomas
and Fermi descrited the energy of homogeneouselectron systemsusing the local
kinetic energy functional. Those early attempts were not very successfuland DFT
becameuseful only after LDA was available in 1970's. LDA provides qualitativ ely
correct descriptions, howewer, it still ladks accuracyin describing the energeticsof
chemical reactions. The accuracyis much improved in GGA, dewloped in 1980's,
but it is still far from the chemists' goal (1 kcal/mol 43.4 meV/atom). Therefore,
more sophisticated functionals (e.g., meta-GGA and hybrid functionals) have been
deweloped to adiieve the goal (seeFig. 2.2). Table A.1 provides the dewelopmen

history of thesefunctionals.
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Table A.1: The dewlopmern history of DFT function-
als. The most commonnamesin the literature are used
and popular functionals are written in italics. This table
was madeby Mark E. Casida,and is preseited with the
author's permission.

Name | Year Reference Commen ts
Exchange-correlation functionals, Eyc
CAM- 2004 | T.Yanai et al., xc, hybrid, "Coulomb attenuated
B3LYP Chem. Phys. Lett. 393, 51 | method":short range DFT + long
range HF
TPSSh | 2003| V. Staroverov et al., xc, meta-GGA-hybrid
J. Chem. Phys. 119, 12129
TPSS 2003| J. Taoet al., xc, meta-GGA , ab-initio
Phys. Rev. Lett. 91, 146401
mPBE 2002 | C. Adamo et al., XC
J. Chem. Phys. 116, 5933
OPTX 2001 | N. Handy et al., X, GGA
Mol. Phys. 99, 403
LC 2001 | H. likura et al., Xc, "Longrangecorrection” short
J. Chem. Phys. 115, 3540 | rangeDFT + longrangeHF
PCS00 | 2000| E. Proynov et al., xc, meta-GGA
J. Chem. Phys. 113, 10013
BOO 2000 | A. Bede, xc, meta-GGA
J. Chem. Phys. 112, 4020
PBEO 1999| C. Adamo et al., xc, hybrid, more or lessab-initio
J. Chem. Phys. 110, 6158
PKZB 1999 | J. Perdewet al., meta-GGA
Phys. Rev. Lett. 82, 2544
SAOP 1999 | O. Gritsenko et al., xc, OEP-like GGA,
Chem. Phys. Lett. 302, 199 | orbital-dependen
tauPBE | 1999| M. Ernzerhofet al., xc, meta-GGA, based on PBE

J. Chem. Phys. 111, 911

GGA

Continued on next page
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Table A.1 { contin ued from previous page

Name | Year Reference Commen ts

RPBE 1999 | B. Hammeret al., xc, GGA, basedon PBE GGA
Phys. Rev. B 59, 7413

EDF1 1998 | R. Adamsonet al., xc, GGA, semiempirical basis-set
Chem. Phys. Lett. 284, 6 dependent t to G2 data

mPW1, | 1998 | C. Adamo et al.,

3PW J. Chem. Phys. 108, 664

ZY98 1998 | Y. Zhanget al., not a new functional, but points
J. Chem. Phys. 109, 2604 | out a problem with the old ones.

VSXC 1998 | T. Voorhis et al., xc, meta-GGA
J. Chem. Phys. 109, 400

SB98b | 1998 | H. Schmider et al.,
J. Chem. Phys. 109, 8188

SB98a | 1998 | H. Schmider et al.,
J. Chem. Phys. 108, 9624

B98 1998 | A. Bedke,
J. Chem. Phys. 109, 2092

HCTH 1998 | H. Hampredt et al., xc, GGA, semiempirical
J. Chem. Phys. 109, 6264

GCRA98| 1998 | O. Gritsenko et. al., WDA + gradiert correction
Chem. Phys. Lett. 296, 307

revPBE | 1998]| Y. Zhanget. al., xc, GGA, a modi cation of PBE
Phys. Rev. Lett. 80, 890 that has been used successfully|

with surfacecalculations

K2- 1998 | S. Kafa, Xc, hybrid, interesting results, but

BVWN J. Phys. Chem. A 102, 10404 | unclear (or incorrect)

HFS- 1998 | S.Kafa etal.,

BVWN J. Phys. Chem. A 102, 3202

FT98 1998 | M. Filatov et al.,
Phys. Rev. A 57, 189

FT97 1997 | M. Filatov et al.,

Mol. Phys. 91, 847

Continued on next page




119

Table A.1 { contin ued from previous page

Name | Year Reference Commen ts
B97 1997 | A. Bedke,
J. Chem. Phys. 107, 8554
PBE 1996 | J. Perdewet. al, xc, GGA, constructed nonempiri-
Phys. Rev. Lett. 77, 3865 | cally, exact for the uniform elec-
tron gasand very usefulfor solids.
ACM 1995| J. Baker et al.,
J. Chem. Phys. 102, 2063
LAP 1995| E. Proynov et al., ¢, meta-GGA, includesthe Lapla-
Phys. Lett. 230, 419 cian of the charge density
PVS 1994 | E. Proynov et al., c, local
Phys. Rev. B 49 7874
B3LYP | 1994| Gaussianinc., xc, hybrid
GaussianNEWS, 5, 2
B3P 1993 | A. Bedke, xc, hybrid
J. Chem. Phys. 98, 5648
1/2&1/2 | 1993 | A. Bede, xc, hybrid, the original hybrid
J. Chem. Phys. 98, 1372 functional
PW91 1991 | J. Perdewet al., xc, GGA, constructed non-
Phys. Rev. B 46, 6671 empirically, exact for the uniform
gas, and very useful for solids.
Note that this GGA is very
unusual in that it was widely
incorporated in many DFT pro-
grams signi cantly before any
report appearedin the literature.
WL90 1990 | L.Wilson et al., c, GGA, simple GGA satisfying
Phys. Rev. B 41, 12930 certain coordinate scalingrequire-
merts.
BR89 1989 | A. Beke et al., xc, meta-GGA
Phys. Rev. A 39, 3761
LYP 1988 | C. Leeet al., X, GGA, usedin the B3LYP hy-

Phys. Rev. B 37, 785

brid

Continued on next page
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Table A.1 { contin ued from previous page

Name | Year Reference Commen ts
B 1988 | A. Bedke, X, GGA, asymptotically correct
Phys. Rev. A 38, 3098 energydensity
DK87 1987 | A. DePristo et al.,
J. Chem. Phys. 86, 1425
PW86 1986 | J. Perdewet al., X,GGA
Phys. Rev. B 33, 8800
LM83 1983 | D. Langreth et al., c,GGA, essenally the rst GGA
Phys. Rev. B 28, 1809
SIC 1981 | J. Perdewet al., xc, SIC, the most popular self-
Phys. Rev. B 23, 5048 interaction correction cortaining
an important parameterization of
the LDA
LP80 1980 | D. Langreth et al., GGA, critical seminal paper for
Phys. Rev. B 21, 5469 GGAs
SMW80i| 1980/ C. Shih et al., Xalpha, beta , semiempirical
J. Chem. Phys. 73, 1340
LDA 1965| W. Kohn et al., xc, local
Phys. Rev. 140, A1133
DFT 1964 | P. Hoherberg et al., the founding formal paper of mod-
Phys. Rev. 136, B864 ern density-functional theory
Xalpha | 1974 | J. Slater, The Self-ConsistentField for Molecules and Solids
McGraw-Hill, New York, x, local, an LDA-lik e functional
Mo del exchange-correlation potentials, Vyc
GRAC | 2001 | M. Greuning et al., xc, model xc potertial
J. Chem. Phys. 114, 652
AC 1998 | M. Casidaet al., xc, GGA, asymptotically cor-
J. Quant. Chem. 70, 933 rected potertial
LRC95 | 1995| A. Lembarki et al., xc, GGA, asymptotically cor-
Phys. Rev. A 52, 3704 rected potertial
LB94 1994 | R. van Leewven et al., xc, GGA, asymptotically cor-

Phys. Rev. A 49, 2421

rected potertial

Continued on next page
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Table A.1 { contin ued from previous page

Name | Year Reference Commen ts
KLI 1990/ J. Krieger et al., X, rung 4 (seeFig. 2.2)
Phys. Lett. A 146, 256
ALT81 1981 | K. Aashamaret al., xc, OEP from MCSCF
Molec. Phys. 14, 803
ALT79 | 1979| K. Aashamaret al., xc, OEP from MCSCF
Molec. Phys. 12, 3455
PT78b | 1978| M. Pant et al., X, OEPx
Phys. Lett. A 68, 154
PT78b | 1978| M. Pant et al., X, OEPx
Phys. Rev. A 17, 1819
TS76 1976 | J. Talman et al., X, The rst computations of the
Phys. Rev. A 14, 36 OEP (exdhange-only)
SH55 1955| R. Sharpet al., X, the rst formulation of the op-
Phys. Rev. 90, 317 timized e ective potential (OEP)
S50 1950/ J. Slater, X, the rst conceptof a localized
Phys. Rev. 81, 385 exdangepotertial
Kinetic energy functionals, T
WGC99 | 1999 Y. Wang et al.,
Phys. Rev. B 60, 16350
W97 1997 | T. Wesolavski et al., GGA
J. Chem. Phys. 106, 8516
W 1935| C. Weizaadker et al., gradiert-correction, the rst
Z. Phys. 96, 451 gradiert-corrected T4
TF 1927 | L. Thomas, LDA, the rst kinetic energyfunc-
Proc. Canbridge Philos. | tional
Sac. 23, 542;
E. Fermi,

Rend. Accad, Lincei 6, 602
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Appendix B
INTERSTITIAL STRUCTURES IN S LATTICE

There are various high symmetry interstitial structures in the silicon lattice and
they play an important role in atomic transitions. Usually, a dopart/defect migrates
from a high symmetry position to another, and it often correspndsto extremain
the energy surface. A typical exampleis the Gal transition: Ge* (Fig. B.5) is
the minimum energy structure and Gal< 110> split (Fig. B.1) is the transition state.
Thus, in the study of dopart di usion usingab-initio method, the rst stepis nding
the formation energyof thesestructures. Here we presen simple dopart-defect pair
structures.

Figure B.1: [110]split structure. Si(self-interstitial) and As have the minimum energy
at this position.
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Figure B.2: [001]split structure. It is the minimum energystructure for C.

Figure B.3: A" structure. The interstitial atom is at the certer of a hexagonalring.
It is the minimum energystate for P* [11],the transition state for As (seeChapter 3),
and the meta-stablestate for B transition.
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Figure B.4: Bond-cenered structure. It is the minimum energystate for F* [12].

Figure B.5: Al structure. A dopart atom is at the most openand symmetric position
in the lattice. It is the minimum energystate for Ga (seeChapter 3).
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Figure B.6: Al™ structure. Unlike the Al®', the dopart atom is at a substitutional
site and a Si atom is at one of the four nearly tetrahedral sites. It is the minimum
energystate for B (seeChapter 1) and In (seeChapter 3).

Figure B.7: X, structure. The Pl formation energyis the lowest at this structure (see
Chapter 3).
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Appendix C
KLMC CODE FOR PI DIFFUSION

In Chaper 3, we performed KLMC simulations for P, Ga, and In di usion. Here
we provide the C code usedfor P di usion.

#include <stdlib.h>
#include <time.h>
#include <math.h>
#include <stdio.h>

const T=1173; /*temp erature */

double k=8.617385e-5,V=2.03e-29, J2eV=1.6e-19; /[*ph ysical constarts and a lattice vol-
ume */

double C11=156€9,C12=55e9; /*Elastic sti ness tensor. DFT values*/
double BC ;/*C11+(1-2*C12/C11)*C12, C matrix part under biaxial stress*/
double ISin=-0.05, ISout=0.96; /*Induced strain intra-ring transition*/
double ISsub=-0.08; /*Induced strain of substitutional P*/

double ISpi=0.36; /*Induced strain of PI (ISpi, ISpi, 0) */

double ISHin=0.272, ISHout=0.251; /*Induced strain inter-ring transition */
double MB1=0.2, MB2=0.1; /*Migration barrier */

const Step=20000, Sample=20000;/*Num ber of samplesand steps*/

/l[determine sign of input.
int sign(int n)

f

return n >07?1:(n< 0?-1:0);
g

main()
f

int i,j,k; /¥ dummy index */

int rd_int;

int RA, RB, RH1; /*probabilit y of a hop to ead direction */

int A[3], B[3], H[3]; /* three lattice sitesdetermining an interstitial position */

int Abu [3], Bbu [3], Hbu 1[3], Hbu 2[3]; /* all possiblehopping positions */

int DA[3], DBJ[3], DH1[3], DH2[3]; /*displacement betweenthe original position and the
new available position. */

int HA[3], HB[3], HABJ3]; /*displacement betweenH and A/B/(A+B/2)  */
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oat PI[3], PF[3]; /*initial and nal interstitial positions */

double x[i]; /*applied strain */

double GA, GB, GH1, GH2, GT; /*transition rate of a hop to ead direction*/

double TT; /*total time for one sample?*/

double sumTT[9], sumDxx[9], sumDyy[9], sumDzz[9]; /*grand total of time and displace-
ment */

double avTT[9], avDxx[9], avDyy[9], avDzz[9]; /*a verageof time and displacemen */

double eA[3], eBJ3], eH1[3],eH2[3];/*induced strain vectors of transition states*/

double ePI[3]; /*induced strain vector of a interstitial state */

double Cin[9], Cout[9], Ctotal[9]; /*in terstitial concenrations */

double din[9], dout[9], Din[9], Dout[9]; /*microscopic and macroscopicdi usivities */

printf("# Temperature : %f C n n",T-273.);
BC=C11+(1-2*C12/C11)*C12;
for(i=0; i< 9;i++) f
/I Applied strain.
x[i]=0.0025*(i-4);
/Il Initialize values.
sumTT]Ji]=0.0; avTT][i]=0.0;
sumDxx[i]=0.0; sumDyY[l]=0.0; sumDzz[i]=0.0;
avDxx[i]=0.0; avDyyli]=0.0; avDzz[i]=0.0;
for(j=0; | < Sample;j++) f
lnitialize  PI position, it is uniquely determined by three lattice sites (A, B and a nearby
hex).
A[0]=2;A[1]=2;A[2]=2;
B[0]=4;B[1]=0;B[2]=4;
H[0]=3;H[1]=3;H[2]=5;
/I Initial Pl position it is like (A+B+H)/3.
PI[0]=(A[0]+B[0]+H[0])/3.0; PI[1]=(A[1]*+B[1]+H[1])/3.0; PI[2]=(A[2]+B[2]+H[2])/3.0;
/I Initialization of Total time for a sample
TT=0;
/I 'Step' step random walk.
for(k=0; k< Step; k++) f
HA[O]=H[O]-A[0]; HA[1]=H[1]-A[1]; HA[2]=H[2]-A[2];
HBI[O0]=HI[0]-B[O]; HB[1]=H[1]-B[1]; HB[2]=H[2]-B[2];
/I Abu (Bbu ) is the neighbor of B (A) in the hex-ring sharedby A, B and H.
Abu [0]=sign(HA[0])*2+BJ[0];
Abu [1]=sign(HA[1])*2+B[1];
Abu [2]=sign(HA[2])*2+B[2];
Bbu [0]=sign(HBJ[0])*2+A[0];
Bbu [1]=sign(HB[1])*2+A[1];
Bbu [2]=sign(HB[2])*2+A[2];
/I Displacemert to two nearby hex sites sharing A-B sites.
DH1[0]=-sign(HA[O])*fmo d(abs(HA[0]),3)* 2;



128

DH1[1]=-sign(HA[1])*fmo d(abs(HA[1]),3)* 2;
DH1[2]=-sign(HA[2])*fmo d(abs(HA[2]),3)* 2;
DH2[0]=-sign(HB[0])*fmo d(abs(HB[0]),3)*2;
DH2[1]=-sign(HB[1])*fmo d(abs(HB[1]),3)*2;
DH2[2]=-sign(HB[2])*fmo d(abs(HB[2]),3)*2;
/I Displacemen betweenA(B) and Abu (Bbu )
DA[0]=A[0]-Abu [0]; DA[1]=A[1]-Abu [1]; DA[2]=A[2]-Abu [2];
DB[0]=B[0]-Bbu [0]; DBJ[1]=B[1]-Bbu [1]; DBJ[2]=B[2]-Bbu [2];
/[Determine induced strain of PI state.
/I HAB is the direction vector to the hex site from the PI.
/I 1If HABJ[z]=0, in-plane. Otherwise, out-of-plane : 1/3 in-plane, 2/3 out-of-plane.
HAB[0]=H[0]-(A[0]+B[0])/2;
HAB[1]=H[1]-(A[1]+B[1])/2;
HAB[2]=H[2]-(A[2]+B[2])/2;
ePI[0]=HAB[0]==0?0:ISpi;
ePI[1]=HAB[1]==0?0:ISpi;
ePI[2]=HAB[2]==0?0:ISpi;
/I Determine Induced strain of transition state for hopping
/I Volume expansionis minimal along the moving direction and maximal to the normal
direction.
/I 1Sout > 1Sin
/I In-plane migration -> no Z variation -> induced strain (ISin, 1Sin, ISout)
eA[0]=(D A[0]==0?ISout:ISin);
eA[1]=(D A[1]==0?ISout:ISin);
eA[2]=(D A[2]==0?1Sout:ISin);
eB[0]=(DB[0]==07?ISout:ISin);
eB[1]=(DB[1]==07?ISout:ISin);
eB[2]=(DB[2]==07?ISout:ISin);
eH1[0]=(DH1[0]==0?ISHout:ISHin);
eH1[1]=(DH1[1]==0?ISHout:ISHin);
eH1[2]=(DH1[2]==0?ISHout:ISHin);
eH2[0]=(DH2[0]==0?1SHout:ISHin);
eH2[1]=(DH2[1]==0?ISHout:ISHin);
eH2[2]=(DH2[2]==0?ISHout:ISHin);
/[ Transition rate
GA=exp((V*(eA[O]+eA[1]-ePI[0]-ePI[1])*B C*x[i}/ J2eV+MB 1)/k [T);
GB=exp((V*(eB[0]+eB[1]-ePI[0]-ePI[1]) *BC*X][ i]/J2e V+MBL1 )/k [T);
GH1=exp((V*(eH1[0]+eH1[1]-ePI[0]-ePI[1])* BC*x[i ]/J2eV+MB2 ) /k/T);
GH2=exp((V*(eH2[0]+eH2[1]-ePI[0]-ePI[1])* BC*x[i ]/J2eV+MB2 ) /K/T);
/I Total transition rate at a given site for the 4 possibletransitions.
GT=GA+GB+GH1+GH2;
/I Total time.
TT=TT+1/GT;
/[ random number generation and probability for given transition.
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rd_int = rand();

RA= o0 or(GA*RAND _MAX/GT);

RB= o0 or((GA+GB)*RAND _MAX/GT);

RH1= o or((GA+GB+GH1)*RAND _MAXI/GT);

/I Chooseone hop direction out of 4 and update the position.

if (rd_int < RA)f
A[0]=Abu [0]; A[l]=Abu[1]; A[2]=Abu[2]; g
elseif (rd_int < RB)f
B[0]=Bbu [0]; B[1]=Bbu[l]; B[2]=Bbu[2]; g
elseif (rd_int < RH1)f
H[0]=DH1[0]+H[0]; H[1]=DH1[1]+H[1]; H[2]=DH1[2]+H[2]; g
elsef
H[0]=DH2[0]+H[0]; H[1]=DH2[1]+H[1]; H[2]=DH2[2]+H[2]; g;
g
/I Final PI position.

PF[0]=(A[0]+B[0]+H[0])/3.0;

PF[1]=(A[1]+B[1]+H[1])/3.0;

PF[2]=(A[2]+B[2]+H[2])/3.0;

/I Grand total displacemen and time of P atom for 'Sample' samples.
sumDxx[i]=sumDxx][i]+(PI[0]-PF[0])*(PI[0]-PF[O]);
sumDyy[i]=sumDyy[i]+(PI[1]-PF[1])*(PI[1]-PF[1]);
sumDzz[i]=sumDzz[i]+(PI[2]-PF[2])*(PI[2]-PF[2]);
sumTT[i]=sumTT[i]+TT;

g
/I Averagevalue per sample.
avDxx[i]l=sumDxx[i]/Sample;
avDyy[i]=sumDyy[i]/Sample;
avDzz[i]=sumDzz][i]/Sample;
avTT[i]=sumTT[i[/Sample;
Cin[i]=exp(V*(2*I1Spi-2*ISsub)*BC*x[i]/J2eV/(k*T));
Cout[i]=exp(V*(ISpi-2*I1Ssub)*BC*x[i]/J2eV/(k*T));
Ctotal[i]=Cin[i}/3.+Coult[i]*2/3.;
din[i]=a vDxx][i]/a vTTI[i];
dout[i]=a vDzz[i]/avTTl[i];
Din[i]=din[i]*Ctotalli];
Dout[i]=dout[i]*Ctotalli];
g
/I Print normalized di usivit y and concerration.
printf(" strain din dout Din Dout Cin Cout Ctotal n n");
for (i=0; i<9;i++) f
printf(" %f %f %f %f %f %f %f %f n n", x[i], din[il/din[5], dout[i}/dout[5], Din[i}/Din[5],
Dout[i}/Dout[0], Cin[i], Cout[i], Ctotall[i]);
g
g
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