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Abstract

Atomic scalemodeling of stressand pairing e�ects on dopant behavior
in silicon

Chihak Ahn

Chair of the Supervisory Committee:
ProfessorScott T. Dunham

Electrical Engineering

NanoscaleSi devicetechnology facesgreat challengesin many areas.Due to an ever

shrinking designwindow, a better understandingof the detailed physical mechanisms

that occur during fabrication is required. In this dissertation, we studied three main

topics to �nd promising techniquesbene�cial for ultra shallow junction (USJ) forma-

tion. First, westudiedstresse�ects on dopant (As, Sb,P, Ga, and In) di�usion and As

activation. Usinga combination of density functional theory (DFT) andkinetic lattice

Monte Carlo (KLMC) simulations, the e�ects of stresson dopant di�usivit y werepre-

dicted and comparedwith previousexperiments. Stresse�ects were the strongestfor

P, and P di�usion wasanisotropicunder biaxial stress.As activation wasalsostudied

by consideringAsm V clustersconcentration at the equilibrium state. Due to the small

induced strain, As activation is nearly stressindependent, consistent with previous

experiments. The secondtopic is co-doping e�ects. Donor-acceptor (P-Ga, P-In,

As-In, As-Ga, and B-Sb) and acceptor-acceptor(B-Ga and B-In) interactions were

studied via ab-initio calculations. The dopant-dopant interactions were compared

with the Coulomb interaction basedon the monopole approximation. A signi�cant

binding was observed for donor-acceptorpairs and for someacceptor-acceptorpairs.

Basedon the formation energiesof singly- and multiply-b ound dopant complexes,we





calculatedthe dopant pairing coe�cien ts and resulting enhancements in the solubility

limit. The P solubility can be enhancedvia pairing with In and Ga. To the contrary,

it wasfound that attractiv ebinding betweenB and In worsensthe B activation dueto

hole localization. The �nal topic investigatedwasB di�usion in SiGeand dopant (B,

P and As) segregationat the strained-SiGe/Siinterface. We disproved the previously

suggestedB-Ge binding hypothesisand found that local Ge con�gurations around B

causesigni�cant changesin B migration barriers. Combining local Ge e�ects with

global stresse�ects, we predicted retardedB di�usion in strained SiGeand compared

the results with previous experiments. Finally, consideringdetailed electronic and

mechanical properties of strained SiGe, the segregationratio for various dopants (B,

P and As) was calculatedand comparedwith experimental results.
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Chapter 1

INTR ODUCTION

1.1 Background

Remarkably, Moore's law (Transistor density in a VLSI doublesevery 18 months) has

remained true for more than 40 years (Fig. 1.1). Today, the feature size of metal

oxide semiconductor�eld e�ect transistor (MOSFET) is well below 100 nm and the

gate length is about 35 nm (Table 1.1). Hence,Si technology is the most signi�cant

nanotechnology a�ecting our everyday life. As the devicesizemovesdeeper into the

nano-scale,many challengingproblemsarise: gateoxide leakage,high sheetresistance,

lithographical limitation, and short channel e�ects (SCE). In this dissertation, we

investigatevariousapproachesto enhancedopant activation and limit junction depth,

thus leadingto improvement in SCE and seriesresistanceusing ab-initio calculations

and kinetic lattice Monte Carlo (KLMC) simulations.

The SCE occurswhen the channel length becomescomparableto sourceor drain

junction depth, and causesa reduction in the number of chargecarrierscontrolled by

the gate and threshold voltages,eventually making the gate loseits switching abilit y.

To avoid SCE,an ultra-shallow junction (USJ) with high activation is required. How-

ever, there is a trade-o� betweenjunction depth X j and sheetresistanceRs for a given

technology as shown in Fig. 1.2. Therefore, new techniques are required to reduce

the junction depth without increasingsheetresistancesigni�cantly. Currently vari-

ous technologiessuch as low energyclustered-dopant implant, rapid thermal process

(RTA), stressengineering,and co-doping,are being developed to achieve this goal.

In this dissertation, we will focus on stresse�ects and pairing e�ects sincethey are
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Table 1.1: The required characteristic deviceparametersfor past, current and future
devicesfrom the 2006International Technology Roadmapfor Semiconductors[13]

Year 2005 2007 2010 2013
DRAM 1/2 pitch [nm] 80 65 45 32
MPU printed gate length [nm] 54 42 30 21
MPU physical gate length [nm] 32 25 18 13
S/D extensiondepth [nm] 11 7.5 6.5 N/A
S/D extensionsheetresistance[
/sq] 653 640 650 N/A

relatively easyto be tackled using ab-initio calculations. We usedensity functional

theory (DFT) as an ab-initio method.

During the past decade,application areasof DFT have been widely expanded

beyond the traditional �elds of applications, physics and chemistry, thanks to the

rapid growth of computing power. Now typical DFT codes(seeTable2.1) canquickly

calculate the energyof tens of atom supercells,and its applications can be found in

many other areas:material research [21, 22],bio-science[23], and evengeoscience[24].

DFT basedstressenergy calculations associated with dopant/defect di�usions also

becameavailable in this period.

Stresse�ects on dopant di�usion and activation have beeninvestigatedfor more

than a decade[25, 26, 27, 28, 29, 30, 31, 32]. However, most of the previous works

werebasedon empirical models,and purely theoretical modelsbasedon DFT became

availableonly after the methods to �nd the minimum energypath (MEP) in reactions

were matured [33, 34, 35, 36]. Since the climbing image nudged elastic band (CI-

NEB) method [36] was successfullyimplemented in DFT codes, the transition state

(i.e., the saddlepoint in an energy surface) could be found reliably. Then, Diebel

�rst developed the technique to �nd the induced strain tensor and sti�ness tensor

from the energyvs. strain curve [12] for various dopant/defect structures, and this

technique was used to predict the stresse�ects on B di�usion and activation [12].
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Figure 1.1: Exponential chip density growth in Si technology, alsoknown asMoore's
law (top) and nominal feature sizeof MOSFET (bottom). Source: Gordon Moore's
presentation at International Solid State Circuits Conference (ISSCC), February 10,
2003
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Figure 1.2: Junction depth vs. sheet resistancecurve. Di�eren t symbols represent
di�erent dopant or technology. Legendsare omitted for better visibilit y. Source:
Foggiatoet al. [1]

We apply the technique to many other dopants (P, As, Sb, Ga, and In), and extend

it to understand other e�ects (e.g., local Ge e�ects on B di�usion). These results

can be employed to improve the predictabilit y of modern processsimulators such as

Sentaurus [37]. Parameter �tting techniqueswith continuum modelscan not provide

satisfactory descriptionsfor the dopant/defect behavior in Si lattice any more as the

devicesizeapproachesthe fundamental physical limit.

1.2 Chapter organization

Chapter 2 givesa generaloverview of the methodology usedin this work. Basicprin-

ciplesof DFT, generalstressenergymodel, and kinetic lattice Monte Carlo (KLMC)

methods are explained. Determining the inducedstrain (� ~� ), the key factor in study-

ing stresse�ects, is alsoexplainedin Chapter 2.

There are three main topics in this dissertation and the �rst one is stresse�ects.

Stresse�ects on dopant di�usion and activation are presented in Chapters 3 and 4.



5

Stresse�ects becomemore important in modern ULSI technology, sincethey can be

employed to improve various material properties. Uniaxial stresshas beenemployed

in MOSFET devicessincethe 90nm node technologyto improve carrier mobilit y [38].

Anisotropic stressreducesinter-band scattering by lowering the degeneracyof 6-fold

conduction band minima and 3-fold valenceband maxima and can also reducethe

conductivity e�ective massof chargecarriers in the transport direction (especially for

holes),which in turn results in higher carrier mobilit y. In addition, properly applied

stress can suppressdopant di�usion [39] and enhanceactivation [40]. Therefore,

understanding stress e�ects can provide more room for further MOSFET scaling.

Basedon the methods addressedin Chapter 2, stresse�ects on dopant (P, As, Sb,

Ga, and In) di�usivit y arediscussedin Chapter 3 andstresse�ects on As activation are

presented in Chapter 4. When the inducedstrain at the transition state is asymmetric,

KLMC simulations are performedto predict stresse�ects on dopants di�usivit y.

The secondtopic is pairing e�ects. Pairing e�ects between co-dopants can be

utilized to achieve USJ with a high active dopant concentration. In modern ULSI

technology, heavily co-dopedregionsfrequently occur, and it is observed that counter-

doping canbe bene�cial for reducingjunction depth [41, 42, 43]. In addition to strain

compensationbetweenlargeand small atoms,strongbinding energymay bebene�cial

for increasingthe dopant solubility limit via multiple binding. Chapter 5 answersthis

question and also explores the possibility of bene�ts from pairing e�ects between

similar dopants.

The last topic is dopant di�usion and segregationin SiGe. SiGecan be usedas a

stresssourceand a�ect dopant redistribution during processingbecausethe 4%lattice

constant mismatch betweenSi and Gecanproducesubstantial stressand changeband

structure signi�cantly in epitaxially grown Si1� x Gex layers [44]. RetardedB di�usion

in strained SiGehasbeenreported by many authors [45, 46, 10, 9]. However, there is

no consensuson an explanation of this phenomena.Kuo et al. concludedthat strain

e�ects are not signi�cant [45] and others found that B-Ge binding is insigni�cant as
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well [47]. We suggestan explanation for retarded B di�usion via DFT in Chapter 6.

In Chapter 7, another important phenomena,dopant segregationat the interface of

Si/strained-Si1� xGex , is discussed.We investigatedetailed Si1� xGex band structure

and elastic properties. Basedon theseresults, the segregationratio is predicted as a

function of Ge fraction, and the theoretical prediction is comparedwith experimental

observations.

The �nal chapter summarizesthis dissertation and suggestsfuture directions of

research.
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Chapter 2

METHODS

As the size of ULSI devicesreaches the sub-100nm regime, there has been in-

creasingdemand for processmodeling basedon fundamental physical mechanisms,

and a lot of e�ort has been made to satisfy these demandsin conventional contin-

uum processsimulators. Ab-initio methods have played a critical role in thesee�orts

and achieved great successin �nding physical mechanisms of dopant di�usion and

deactivation. As the foundation of the modeling hierarchy [12], ab-initio calculations

provide fundamental parameterssuch asdefect formation energies,dopant migration

energybarriers, and volume expansioncoe�cien ts due to dopant/defect. However,

due to the lack of computing power currently available, there are limitations on the

feasibility of using ab-initio and molecular dynamics (MD) techniques to simulate

atomic transition processeson a practical time scale. Kinetic Monte Carlo (KMC)

and kinetic lattice Monte Carlo (KLMC) simulations play the role of bridge between

ab-initio and continuum model. A more detailed explanation of modeling hierarchy

(Fig. 2.1) can be found in Ref. [12].

2.1 Densit y functional theory

The ab-initio method we use is basedon density functional theory (DFT). In this

section,the basicconceptsof DFT are summarized.
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Figure 2.1: Hierarchy of various modeling techniques. Ab-initio provides basic pa-
rametersto higher level techniquesand MD and KMC (or KLMC) bridgesthe large
gap in time scaleand systemsizebetweenab-initio and continuum.

2.1.1 Born-OppenheimerApproximation

In the nonrelativistic regime, a physical system composedof N atoms with atomic

number Z can be described by the Schr•odinger equation:

Ĥ total 	( ~r ; ~R) = E total 	( ~r ; ~R) (2.1)

Ĥ total = �
NX

i

r 2
R i

2
�

Z NX

i

r 2
r i

2
+

NX

i<j

Z 2

Rij
�

Z NX

i

NX

j

Z

j ~Rj � ~r i j
+

Z NX

i<j

1
r ij

;(2.2)

where~r and ~R are the position of electronsand nuclei, respectively. Solving Eq. 2.1

analytically is almost impossibledue to the complexity of the interactions, and even

�nding a numerical solution for Eq. 2.1 is extremely di�cult sincethe required com-

puting power increasesexponentially with the number of particles. Therefore,multiple

stepsof approximation must be made. The �rst is the Born-Oppenheimerapprox-

imation, by which the electronic wave function is separatedfrom the nuclear wave

function:

	( ~r ; ~R) =  I ( ~R)� e(~r ; ~R): (2.3)
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This separationis justi�ed by the fact that the electronicmotion is much faster than

nuclear motion. As a consequence,electronicwave functions depend only on nuclear

positions (the nuclei remain at �xed positions), and the nuclei seea smeared-out

electronpotential. Then, the Schr•odinger equation can be separatedas

Ĥe� e(~r ; ~R) = Ee� e(~r ; ~R)

Ĥe = �
Z NX

i

r 2
r i

2
�

Z NX

i

NX

j

Z

j ~Rj � ~r i j
+

Z NX

i<j

1
r ij

(2.4)

Ĥ I  I ( ~R) = E I  I ( ~R)

Ĥ I =
NX

i<j

Z 2

Rij
: (2.5)

The total energyof the systemis the sum of electronand nucleus-nucleusinteraction

energies,and the latter is simply the Coulomb interaction between nuclei at �xed

positions. Therefore,�nding the total energyis simpli�ed to solving Eq. 2.4.

2.1.2 Hartree-Fock Approximation

In the Hartree-Fock (HF) approximation, Eq. 2.4 is solvedby a self-consistent method

with an anti-symmetrizedSlaterdeterminant asthe initial trial solution, which is given

by

� H F
e =

1
q

(ZN )!

�
�
�
�
�
�
�
�
�
�
�
�
�
�

� 1(~r1) � 2(~r1) : : : � Z N (~r1)

� 1(~r2) � 2(~r2) : : : � Z N (~r2)
...

...
. . .

...

� 1(~rZ N ) � 2(~rZ N ) : : : � Z N (~rZ N )

�
�
�
�
�
�
�
�
�
�
�
�
�
�

(2.6)

Applying the variational principle givesthe HF equation:

E H F
e =

Z NX

i

H i +
1
2

(Ji � K i ) (2.7)
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where

H i =
Z

� �
i (~r )

2

6
6
6
6
6
4

�
r 2

2
�

NX

j

Z

j ~Rj � ~r j
| {z }

Vext (~r )

3

7
7
7
7
7
5

� i (~r )d~r (2.8)

Ji =
Z NX

j

Z Z
� i (~r1)� �

i (~r1)
1

r12
� �

j (~r2)� j (~r2)d~r1d~r2 (2.9)

K i =
Z NX

j

Z Z
� i (~r1)� �

j (~r1)
1

r12
� i (~r2)� �

j (~r2)d~r1d~r2: (2.10)

The K i term introducesnon-locality, which makesthe HF approximation a non-linear

"self-consistent-�eld" method. It is more clearly seenwhen the Coulomb operator Ĵi

and the exchangeoperator K̂ i are de�ned as

Ĵi (~r1)f (~r1) =

2

4
Z NX

j

Z
� j (~r2)� �

j (~r2)
1

r12
d~r2

3

5 f (~r1) (2.11)

K̂ i (~r1)f (~r1) =

2

4
Z NX

j

Z
� j (~r2)f (~r2)

1
r12

d~r2

3

5 � i (~r1): (2.12)

In Eq. 2.12, the result of K̂ i (~r1) operating on f (~r 1) can be obtained only when f (~r )

is known everywhere.

2.1.3 Kohn-ShamTheory

DFT is basedon the Hohenberg-Kohn (HK) theorem of which the basic concept is

that the electrondensity � (~r ) is uniquely determinedfor a given external potential.

Vext (~r ) ! � (~r ) ! �( ~r ) (2.13)
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The HK theoremalsostatesthat \There existsan energyfunctional of electrondensity

that is minimal for the ground state energy." The energyfunctional is given by

E[� (~r )] =
Z

Vext � (~r )d~r + F [� (~r )] (2.14)

F [� (~r )] = T[� (~r )] + Vee[� (~r )]; (2.15)

where T[� (~r )] is the kinetic energyand Vee[� (~r )] is the electron-electroninteraction

energyincluding electron-electronrepulsionand all other quantum e�ects. The func-

tional F [� (~r )] is universal since it doesn't depend on external potential. Therefore,

if the exact functional F [� (~r )] is found, the HK theoremcan describe the systemex-

actly. Unfortunately, there is no known way to �nd the exact functional. Kohn and

Shamcleverly introduceda �ctitious non-interacting electronsystemgiving the same

ground state electron density as the true physical system. Introducing the �ctitious

systemleadsto the Kohn-Shamequation:

�

�
1
2

~r 2 + ve� (~r )
�

� i (~r ) = � i � i (~r ) (2.16)

ve� (~r ) = � Vext (~r ) +
Z � (~r 0)

j~r 0 � ~r j
d~r 0+ vxc(~r ) (2.17)

where

� (~r ) =
Z NX

i

j� i (~r )j2 (2.18)

vxc(~r ) =
� Exc[� (~r )]

� � (~r )
(2.19)

The exchange-correlationenergy Exc[� (~r )] is the key in DFT and links the non-

interacting electronsystemto the physical system.

Exc = T[� (~r )] � Ts[� (~r )] + Vee[� (~r )] � U[� (~r )] (2.20)
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Ts[� (~r )] =
Z NX

i

Z
� �

i (~r )

 

�
r 2

2

!

� i (~r )d~r : (2.21)

U[� (~r )] =
1
2

Z Z � (~r 0)� (~r )

j~r 0 � ~r j
d~r 0d~r (2.22)

whereTs[� (~r )] is the kinetic energyof the non-interacting systemand U[� (~r )] is the

repulsionenergybetweenelectrons.The great advantageof DFT over the HF method

is in the locality of the DFT functional.

The total energy of the system can now be written in terms of the sum of KS

eigenvalues:

Ee =
Z NX

i

� i � U[� (~r )] + Exc [� (~r )] �
Z

vxc(~r )� (~r )d~r (2.23)

E total =
NX

i<j

Z 2

Rij
+ Ee: (2.24)

While the non-interacting model simpli�es the equationset to besolved, it resultsin a

lossof physical meaningof a singleorbital: The wave function � i (~r ) doesn't represent

the orbital of a single electron in the physical system and the physical meaning of

single particle energy is not clear. In addition, DFT cannot predict excited states

even when it predicts the correct ground state of a given system. That is why DFT

is known as a `groundstate theory.'

2.1.4 Variations of DFT

SinceDFT wasestablished,a lot of e�ort hasbeenmadeto �nd an improvedExc[� (~r )]

and many varietiesof DFT have beendeveloped. A detailed history of functional de-

velopment is givenin AppendixA. The simplestoneis the localdensity approximation

(LDA) whereExc [� (~r )] is approximated asthe exchangefunctional of a homogeneous

non-interacting electron gas[48]. LDA can be extendedto account for the di�erence

betweenspin-up and spin-down electron densitiesto give the local spin density ap-
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proximation (LSDA). While the assumptionof homogeneouselectrondensity givesa

simple form of Exc[� (~r )], it setsa limit in describingphysical systemswith varying

electrondensity in space.Additionally , in spite of great successin many calculations,

LDA wasnot popular in quantum chemistry becauseit couldn't achieve the so-called

`chemical accuracy' (1 kcal/mole� 0.0434eV/particle). Thus there has been much

e�ort to improve LDA by re
ecting spatial variation in the electrondensity and other

factors. The initial attempt was the so-called`gradient-expansion approximation'

(GEA) in which the lowest-ordergradient term was added to LDA Exc [� (~r )]. How-

ever, this correction rarely improves the LDA and is generally worse. Higher-order

gradient correctionwasrealizedin the generalizedgradient approximation (GGA) [49].

The GGA exchange-correlationfunctional Exc [� (~r )] is a generalfunction of � (~r ) and

r � (~r ):

E GGA
xc [� (~r )] =

Z
f (� (~r ); r � (~r ))d~r : (2.25)

Unlike LDA, there are many 
a vors of GGA depending on the method used to

construct a function f (� (~r ); r � (~r )). Among the many GGA functionals, PBE [50],

PW91 [51], and BLYP [52, 53] are widely-used.GEA and GGA exchange-correlation

functionals are semi-local potentials in that the density value near local point is con-

sidereddue to the r � (~r ) term. GGA functionals are further improved in meta-GGA

where Kohn-Sham kinetic energy density is considered,and in hybrid functionals

such as B3LYP [54] (combination of LYP [52] and B3 [55]) and PBE0 [56], where

the Hartree-Fock exchangeterm is combined with the standard DFT functional. The

hybrid functionals and meta-GGA functionals are also called orbital functionals due

to the dependenceon kinetic energydensity and a combination of orbital functionals.

The self-interaction correction (SIC) is another important orbital functional devel-

oped to remove self-interaction energy for a single electron system [57]. It can be

combined with any type of GGA functional. Fig. 2.2 shows the hierarchy of DFT
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Figure 2.2: Left: \Ladder to Paradise"by St. John Climacus (15th century, Lenin
Library, Moscow). Right: Heirarchy of DFT functionals basedon John Perdew's
presentation at DFT symposium in Menton, France.

functionals. There is still a lot of ongoinge�ort to reach `Heaven'.

2.1.5 Implementation of DFT in VASP

In DFT, Eq. 2.16 should be solved self-consistently to get total energyof a system.

Therefore,DFT is inherently a numerical method and thus many approximations are

involved in its implentation. There are many di�erent DFT codesdepending on the

basissetsusedto describe electronicwave functions and the approximation method of

the potential (Table 2.1), and they fall into two major groups: plane-wave basissets

and local basissets. Fig. 2.3 shows the basicalgorithm of a typical plane-wave basis

code, VASP (Vienna Ab-initio Simulation Package) [58, 59, 60]. With local orbital

basissets,calculations can be done with relatively small number of basis functions,

and it is possibleto implement linear-scalingDFT methods in which the required
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Table 2.1: Various DFT codes. They can be classi�ed as two major groupsdepend-
ing on the employed basis sets: local orbital basis codes, plane-wave basis codes.
(Source:Ref [14]). PAW=pro jector-augmented wave method [15], LAPW=linearized
augmented plane-wave method [16].

Name BasisSet Potential Web Site
Plane Wave PP codes

ABINIT Plane wave PP, PAW www.abinit.org
CASTEP Plane wave PP www.tcm.phy.cam.ac.uk/castep/
CPMD Plane wave PP www.cpmd.org/
Cacapo Plane wave PP dcwww.camp.dtu.dk/campos/Dacapo/
FHImd Plane wave PP www.fhi-berlin.mpg.de/th/fhimd/
PWscf Plane wave PP www.pwscf.org/
VASP Plane wave PP, PAW cms.mpi.univie.ac.at/vasp

PP Codes with Other Basis Set
Quickstep Gaussian+

plane wave
PP cp2k.berlios.de/quickstep.html

SIESTA Local/numericl PP www.uam.es/departamentos/ciencias/
�smateriac/siesta

All-Electron Codes
CRYSTAL Local all-electron www.crystal.unit.it
FPLO Local all-electron www.ifw-dresden.de/agtheo/FPLO
Gaussian03 Local all-electron www.gaussian.com
ADF Local all-electron www.scm.com
DMol Local/numerical all-electron people.web.psi.ch/delley/dmol3.html
FLAIR LAPW all-electron www.uwm.edu/ weinert/
air.h tml
QMD-
FLAPW

LAPW all-electron 
ap w.com

WIEN2K LAPW all-electron www.wien2k.at

computing resourceis linearly scaling to the number of atoms [14]. On the other

hand, in plane-wave basiscalculations, the atomic relaxation is straightforward with

the Hellmann-Feynman theorem [61, 62], and the calculated forcesand stressesare

quite accurate. Thus we usedthe plane-wave basiscode, VASP, in our calculations

where the induced strain is the critical parameter (seeSection 2.2). In plane-wave
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basis calculations, the core electronsare treated as a part of an ion to achieve ba-

sis set convergencewith a practical number of basis functions, and the electron-ion

interactions are described with pseudo-potentials (PPs).

When performingpractical calculations,weshouldcarefully choosethe parameters

to achieve a suitable compromisebetweenaccuracyand speedof calculationsdue to a

trade-o� betweenaccuracyof the calculation result and numerical e�ciency . Hence,

a convergencetest for major parameters is required to justify the results. In our

calculations, the three major parameters a�ecting convergenceare energy cut-o�,

~k-point sampling,and supercell size.

(a) Energy cut-o�

In plane-wave basisDFT code, electronicwave functions are expandedby a lin-

ear combination of plane waves. As with Fourier expansionsof a function, the

more plane waves that are included, the more accurate the acquired result is.

However, sinceonly a limited number of plane wavescan be included in practi-

cal calculationsdue to the limitations of computing resources,�nding minimum

number of plance-wavesbasisset simultaneouslysatisfying convergencerequire-

ment is important for e�cien t calculations. In VASP, the number of planewaves

is determinedby the energycut-o�. Weusea relatively largeenergycut-o� since

stressenergyis a major factor in our DFT calculationsand the error tolerance

must be much smaller than the typical stressenergy. A slightly larger value

than 1:3� ENMAX, as suggestedfor stresscalculations by VASP [60], is used.

Whenever B is involved in formation energycalculation, all energyterms in the

equation are obtained with a 340 eV energy cut-o�. Otherwise, 250 eV was

used. The convergencetest for this choice of energy cut-o� was reported in

Ref. [12].

(b) ~k-point sampling.

In DFT free energycalculations,we frequently encounter integration of a func-
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Figure 2.3: Basic algorithm of the DFT code VASP. There are two di�erent kinds
of iteration loops: electronic iteration and ionic iteration. Each iteration endswhen
convergenceconditions set by the userare satis�ed.
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tion over the �rst Brillouin zone(BZ), and this integration is approximated asa

summationover the speci�cally chosendiscrete~k-points. Finer ~k-point grids can

reducenumerical error, but consumemore computing resources.Sincethe vol-

umeof the �rst BZ is inverselyproportional to that of the supercell, the ~k-point

meshand supercellsizeshouldbeconsideredsimultaneouslyfor the convergence

test. In 64 atom supercellsbasedon Si, 23 Monkhorst-Pack [63, 64, 65]~k-point

samplingshows good convergencebehavior (Ref. [12]).

(c) Supercell size

In addition to ~k-point-related size e�ects, the supercell size also contributes

to �nite size e�ects. Due to the constraints of periodic boundary conditions,

the lattice structure of a small supercell with a point defect may not be fully

relaxedwithin the supercell, resulting in a di�erent equilibrium lattice constant.

As shown in Table 2.2, the 216-atomsupercell givesa di�erent lattice constant,

but the induced strain due to point defects is the samein both 64 and 216-

atom supercells (216-atom calculations are done with gamma point sampling

due to limitation of computing resource). Hencewe use a 64-atom supercell

throughout this dissertation. Sincewe carefully factored out the stressenergy

term in binding energycalculation, �nite sizee�ects arefurther reduced.Wealso

applied the Madelung energycorrection [66] for a charged supercell to reduce

�nite sizee�ects.

In addition to a largeenergycut-o�, we usethe reciprocal spaceprojection scheme

and a very strict force convergencelimit of 0.005eV/ �Ato achieve the high accuracy

required for stresscalculations [60]. We also avoid the well known underestimated

band gap problem of Si in DFT [67] by using the chargedsupercellsas referencesso

that no energylevel is �lled above the valenceband maximum and thus the band gap

energydoesnot enter into the formation energy(seeChapter 5).
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Table 2.2: Equilibrium lattice constant and corresponding normalizedinducedstrain
for di�erent supercell sizes. 216-atom supercell calculations are done only with �
point. The numbers in parenthesisare normalized induced strain. Though the equi-
librium lattice constants of Si in di�erent size supercells are slightly di�erent, the
relative changein lattice constant (induced strain) is almost the samein both super-
cells.

64 atom 216atom
23 ~k-points � point

Si 5.4566(0) 5.4583(0)
B 5.4306(0.302) 5.4505(0.311)
P 5.4497(0.080) 5.4563(0.081)

2.2 General stress energy mo del

2.2.1 Stressenergy

Within the linear elastic limit of a material, the total free energyof a supercell can

be written as

E = E 0 +
V
2

X

ij kl

� ij Cij kl � kl ; (2.26)

whereE 0 is the minimum energy, V is supercell volume, � ij is the applied strain, and

Cij kl is the elasticsti�ness tensor. When only normal stressand strain areconsidered,

it is convenient to represent Eq. 2.26asa vector equation:

E = E 0 +
V
2

~� � C � ~�: (2.27)
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Due to the symmetry of the Si crystal structure, C hasonly two independent compo-

nents:

CSi =

0

B
B
B
B
B
@

C11 C12 C12

C12 C11 C12

C12 C12 C11

1

C
C
C
C
C
A

(2.28)

Introducing a dopant/defect into the silicon lattice shifts the minimum energylattice

constant as shown in Fig. 2.4. We de�ne this shift as the normalized induced strain

� ~� . In a 64-atomsupercell, it is de�ned as

� ~� A =
~aSi 64� M A M � ~aSi

aSi
�

64
M

; (2.29)

where~aSi 64� M A M is the lattice constant of fully relaxedSi64� M AM in three dimensions.

Then the Eq. 2.27becomes

E = E 0 +
V
2

(~� � x� ~� ) � (C + x� C) � (~� � x� ~� ); (2.30)

wherex is the dopant/defect concentration (M =64) and � C is the changein elastic

sti�ness tensordue to the dopant/defect. We ignorethis term throughout this disser-

tation, sinceit is much smallerthan the other terms in Eq. 2.30aswell asthe thermal

energyat processtemperatures.

In Eq. 2.30, the quadratic term in ~� is the stress energy applied to a pure Si

lattice without any dopant/defect, which is always cancelledout when the forma-

tion/migration energyis calculated;the quadratic term of � ~� is the stressenergydue

to the dopant/defect without applied stress,which is small even at the equilibrium

solubility limit and can be ignored in most cases.The most important term is the

crossterm of ~� and � ~� , which is the changein stressenergydue to a dopant/defect

under applied stress.For example,in our DFT calculationswith a 64-atomsupercell,
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Figure 2.4: De�nition of inducedstrain. Inducedstrain can be extracted from energy
vs. strain curve. Change in relaxed lattice constant relative to referencelattice
constant divided by referencelattice constant is de�ned as inducedstrain.

the formation energyof AB is calculatedas

E f
AB (~� ) = ESi 62 AB (~� ) � ESi 63 A (~� ) � ESi 63 B (~� ) + ESi 64 (~� ) (2.31)

= E 0
Si 62 AB � E 0

Si 63 A � E 0
Si 63 B + E 0

Si 64| {z }
E binding

AB

+
V
2

x2 (� ~� AB � C � � ~� AB � � ~� A � C � � ~� A � � ~� B � C � � ~� B )
| {z }

E str ess
AB (0)

� Vx (� ~� AB � � ~� A � � ~� B ) � C � ~�
| {z }

� E f
AB (~� )

(2.32)

= E f
AB (0) + � E f

AB (~� ): (2.33)

In Eq. 2.32, the �rst term is binding energy, and the last term is stressenergydue to
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applied stress.Both terms are independent of supercell size. The secondterm is also

stressenergydueto the dopant/defect, but it dependson supercellsize. Although this

term is usually small in a reasonablylarge supercell and thus ignorable, it may cause

the �nite size e�ect when volume expansion/contraction due to the dopant/defect

is large. We treated this term carefully when it is not negligible throughout this

dissertation work. The last term in Eq. 2.32 can be rewritten by using a lattice site

volume V0 instead of supercell volume, V .

� E f
AB (~� ) = � V0 (� ~� AB � � ~� A � � ~� B ) � C � ~�; (2.34)

The normalizedinducedstrain is the volumeexpansioncoe�cien t � timesthe Si lattice

concentration, and is independent of dopant concentration and cell size. � E f
AB (~� ) is

the key term when analyzingstresse�ects on the formation of AB complexes.

2.2.2 Stresse�ects on dopant di�usivity

It is believed that dopants in a crystalline solid di�use via the formation of interstitial

or vacancycomplexes[68]. The total e�ective di�usivit y of A is

D e�
A = DAI + DAV = dAI

CAI

CA
+ dAV

CAV

CA
; (2.35)

wheredAI (dAV ) is the microscopicdi�usivit y of an AI (AV ) complexes,CAI (CAV )

is the concentration of AI (AV ) complex,and CA is the concentration of dopant A.

Unlessthere is a reservoir or a sink for dopant A, CA is a constant throughout the

di�usion process.dAI is governed by the migration energybarrier, E m , as shown in

Fig. 2.5. The stresse�ect on the migration barrier is given by

dAI (~� )
dAI (0)

= exp

 

�
� E m (~� )

kT

!

= exp

 

�
� E f

AI T (~� ) � � E f
AI (~� )

kT

!
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Figure 2.5: Schematicdiagramfor stressdependent migration energybarrier, E m , and
transition state formation energy, E f

AX T . AX represents dopant-defect pair. When
stressis applied, both E f

AX and E f
AX T are changed.While the stresse�ect on micro-

scopicdi�usivit y is determined by the changein migration energybarrier, � E m (~� ),
the stresse�ect on e�ective di�usivit y is determinedby the changein transition state
formation energy, � E f

AX T (~� ).

= exp

 

�
� V0(� ~� AI T � � ~� AI ) � C � ~�

kT

!

(2.36)

= exp

 

�
� V0(� ~� AI T � � ~� AI ) � ~�

kT

!

; (2.37)

where � E f
AI T is the formation energychangeat the transition state. The formation

of an AI complex is alsoa function of stress:

CAI (~� )
CAI (0)

= exp

 

�
� E f

AI (~� )
kT

!

: (2.38)
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The stressdependenceof e�ective di�usivit y is obtainedby combining Eqs.2.35,2.37,

and 2.38.

DAI (~� )
DAI (0)

=
dAI (~� )CAI (~� )
dAI (0)CAI (0)

= exp

 

�
� E f

AI T (~� )
kT

!

= exp

 

�
V0(� ~� AI T � � ~� A ) � C � ~�

kT

!

= exp

 

�
V0(� ~� AI T � � ~� A ) � ~�

kT

!

: (2.39)

Therefore,the stresse�ect on dopant di�usivit y is determinedby the changein tran-

sition state formation energy. The same analysis is applicable to dopant-vacancy

complexes.

DAV (~� )
DAV (0)

=
dAV (~� )CAV (~� )
dAV (0)CAV (0)

= exp

 

�
� E f

AV T (~� )
kT

!

= exp

 

�
V0(� ~� AV T � � ~� A ) � C � ~�

kT

!

= exp

 

�
V0(� ~� AV T � � ~� A ) � ~�

kT

!

(2.40)

2.2.3 Stresse�ects on dopant solubility

When the concentration of dopant A becomeshigh enough, precipitates begin to

form and the concentration of isolated A is limited by the solid solubility. The solid

solubility is given by

Css
A = Cs exp

�

�
� S
k

�

exp

0

@
� E f

A ! p

kT

1

A ; (2.41)
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where Cs is the lattice concentration, and � S (� E f
A ! p) is the changein formation

and con�guration entropy (formation enthalpy) per atom during the transition from

the dissolved phaseto the precipitate phase.When external stressis applied, Eq. 2.41

becomes

Css
A (~� )

Css
A (0)

= exp

 

�
� S(~� ) � � S(0)

k

!

exp

0

@
� E f

A ! p(~� ) � � E(0)f
A ! p

kT

1

A (2.42)

Since the entropy term is usually much smaller than the enthalpy term, and the

formation enthalpy of a precipitate has a much weaker stressdependencethan that

of an isolated solute, Eq. 2.42is further simpli�ed.

Css
A (~� ) = Css

A (0) exp
�
� � E f

A (~� )=kT
�

(2.43)

� E f
A (~� ) = � V0� ~� A � C � ~� = � V0� ~� A � ~� (2.44)

Eq. 2.43predicts a solubility enhancement for small atoms(e.g.,B and P) and reduc-

tion for large atoms (e.g., Ga, In, and Sb) under compressive stress(vice versaunder

tensile stress).

2.3 Kinetic lattice Mon te Carlo Sim ulation

Molecular dynamics (MD) simulations are a powerful tool for investigating atomic

level interactions. However, with current technology, there is a large gap between

the time scalesthat MD can simulate and the time scalesin which practical di�usion

processesoccur [12]. In kinetic Monte Carlo (KMC) simulations, this limit is removed

by ignoring atomic vibrations, and the di�usion processcanbe treated asa stochastic

processbecausethe fast atomic vibrations fully equilibrate the lattice beforeanother

transition occurs. Therefore,dopant/defect di�usion can be linked to a random walk

processand it canbesimulated with a macroscopicsystemsizeand processtime scale

via KMC method. Kinetic lattice Monte Carlo (KLMC) is a variation of KMC that
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usesthe actual discretelattice structure.

According to harmonic transition state theory (hTST), the atomic transition rate

is an exponential function of the migration energybarrier, E m . When a dopant/defect

in a lattice site migrates into another lattice site by overcominga migration barrier,

the transition rate is given by

� j = � 0 exp

 

�
E m

j

kT

!

; (2.45)

where � 0 is the attempt frequency. When more than one transition path exists, the

total transition rate at a given lattice site is the sum of all possibletransition rates:

� =
KX

j

� j (2.46)

The averagetime for a transition at a given lattice site is the inverseof this transition

rate:

< � t > =
1
�

=
1

P K
j � 0 exp

�

�
E m

j

kT

� : (2.47)

Assuming an N -step random walk process,then the di�usivit y tensor dpq is related

to t and � x as:

dpq =
< � xp� xq >

2 < t >
(2.48)

=
< � xp� xq >

2

*
P N

i
P K

j

�

� 0 exp
�

�
E m

ij

kT

�� � 1
+ (p;q = 1; 2; 3); (2.49)

wheret =
P N

j � t j .



27

The e�ective di�usivit y tensor,Dpq, canbeobtainedby combining Eqs.2.38and 2.49:

Dpq =
< � xp� xq >

2

*
P N

i
P K

j

"

� 0 exp

 

�
E f

T ij

kT

!# � 1+ ; (2.50)

where E f
Tij

is the transition state formation energy for the j th hopping path at the

i th step. In our research, we are mainly interestedin the changein di�usivit y due to

stress.

Dpq(~� )
Dpq(0)

=
< � xp� xq > ~�

< � xp� xq > 0

*
P N

i
P K

j

"

� 0 exp

 

�
E f

T ij
(0)

kT

!# � 1+

*
P N

i
P K

j

"

� 0 exp

 

�
E f

T ij
(~� )

kT

!# � 1+ : (2.51)

Herewe assumedthat the attempt frequency� 0 doesn't changeunder stressedcondi-

tions. We usethis formalism in Chapter 3 to predict stresse�ects on dopant (P, Ga,

and In) di�usivit y.

2.4 Summary

In this chapter, we reviewed the basic theory behind the modeling techniquesused

in this dissertation. Starting from the Born-Oppenheimerapproximation, the �c-

titious single-electronSchr•odinger equation was derived using the Kohn-Hohenberg

and Kohn-Sham theorems. In spite of someknown drawbacks of DFT (underesti-

mated band gap, ground state theory), DFT is still a powerful tool which serves

as the foundation of the modeling hierarchy and to explore fundamental parameters

(e.g., defect formation energies,dopant/defect binding energies,induced strains due

to dopants/defects, and migration energybarriers). The predictive capability of DFT

can be extended up to the device level in combination with higher level modeling

techniquessuch as MD, KMC/KLMC, and continuum simulations.
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Chapter 3

STRESS EFFECTS ON DOP ANT (A S, P, SB , GA , AND I N )
DIFFUSION

Understanding stresse�ects on dopant redistribution is critical due to both in-

tentional (mobilit y enhancement) and unintentional (thin �lms, impurit y gradients)

incorporation of high stresslevels in nanoscaledevices.In this chapter, point-defect-

mediated di�usion mechanisms and stresse�ects on di�usivit y for various dopants

are investigated.

3.1 Ov erview

Although the formation enthalpy of point defects is positive, point defectsalways

existsin crystalline material at �nite temperaturessincethe entropy of mixing reduces

the overall free energy of the crystal. There are two types of simple point defects:

interstitials (additional atomsin the lattice) and vacancies(empty sitesin the lattice).

Thesepoint defectsplay a key role in dopant di�usion in crystalline material andcause

two distinct typesof di�usion: interstitial- (I-) mediateddi�usion and vacancy-(V-)

mediateddi�usion.

In point-defect-mediateddi�usion mechanisms,an immobile dopant atom A at a

substitutional lattice site canbecomemobile via the formation of a dopant-defect AX

(AI or AV) pair. In caseof the interstitial mechanism, an interstitial atom kicks out

a substitutional dopant atom and the kicked-out atom continues to di�use away by

forming AI pairs with other Si atomsat the nearestneighbor sitesuntil the pair breaks

apart. Since there are many di�erent AI structures (seeAppendix C), �nding the

minimum energyAI structure is the �rst step in studying stresse�ects on I-mediated
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Figure 3.1: Schematic diagram of interstitial-mediated di�usion mechanism(left) and
vacancy-mediateddi�usion mechanism (right).

dopant di�usivit y. The lowest energyAI structure have a wide variety of structures,

including < 110> split, < 100> split, tetrahedral, hexagonal,bond-centered, and X2

(named by Liu et al. [11]). On the other hand, PV pairs have the lowest energyat

�rst nearestneighbor (1NN) spacing.

The next stepis �nding the AX migration path usingthe DFT nudgedelasticband

(NEB) method [33, 35,36]. Careshouldbe taken to check if the found migration path

allows long range di�usion. Sometimes,AI pairs require multi-step migration paths

for long range. For example,P di�usion occursvia inter-ring migration and intra-ring

migration (seeSection3.3). In the caseof a vacancymechanism,direct exchangeand

the ring mechanism are required for long rangedi�usion. While most AV pairs (e.g.,

V, AsV, and SbV) have the transition state with V between2NN and 3NN, the PV

transition state is midpoint of P/V exchange[11].

Once the minimum energyAX structure and migration path are known, the in-

ducedstrain due to the substitutional dopant and AX pair at transition state can be

determinedby plotting energyvs. strain curvesusing DFT. Then, the stresse�ects

on dopant di�usivit y can be predicted by analytic calculationsor with KLMC simu-

lations, as explained in Chapter 2. Fig. 3.2 summarizesthe generalmethodology of

modeling the stresse�ects on dopant di�usivit y.
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Figure 3.2: Modeling schemeof stresse�ects on dopant di�usivit y. The �rst three
stepsare done with DFT calculations and the last step is done analytically or with
KLMC.

3.2 As di�usion

As di�uses via both interstitial and vacancymechanisms,and it is generallyaccepted

that the vacancy mechanism is stronger than the interstitial mechanism [69, 70].

However, unlike other elements (e.g., B or P), pinning down the fractional di�usion

coe�cien ts is di�cult becausethere exist unexpectede�ects such as high concentra-

tions of AsmVn clusters[71, 72, 73] in highly As-doped Si. In this section, the stress

dependenceof As di�usivit y is investigated basedon the fractional coe�cien ts, f I

(0.4) and f V (0.6), extracted by Ural et al. [69].
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Table 3.1: Formation energiesfor various interstitial con�gurations. < 110> split has
the lowest formation energy. The transition state of AsI at a hex site has a 0.5 eV
higher energythan the < 110> split and forms a migration barrier.

< 110> split < 100> split tet hex
Ef (eV) 3.1 4.0 4.3 3.6

Table 3.2: Binding energiesfor various AsV con�gurations. Binding energiesare
calculatedwith an unrelaxedsupercellwith a lattice parameterof 5.4566�A. Therefore,
global stresse�ects contribute about 0.1 eV to the binding energy.

AsV 1NN AsV 2NN AsV 3NN
E b (eV) -1.22 -0.51 -0.43

The total di�usivit y of As in strained silicon is:

D total (~� ) = DAsI (~� ) + DAsV (~� )

= DAsI (0) exp

 

�
� E f

AsI T (~� )
kT

!

+ DAsV (0) exp

 

�
� E f

AsV T (~� )
kT

!

; (3.1)

whereDAsI (~� ) and DAsV (~� ) areAs di�usivit y by interstitial and vacancymechanisms,

respectively, and � E f
AsI T and � E f

AsV T are changesin formation energiesof transition

states due to stress. SinceAs has a similar atomic radius to silicon, the fractional

contributions of both mechanisms are expected to be comparableto that for self-

di�usion. The fractional contribution f I = D I =Dtotal is given as:

f I (~� ) =
f 0

I exp
�
� � E f

AsI T (~� )=kT
�

f 0
I exp

�
� � E f

AsI T (~� )=kT
�

+ f 0
V exp

�
� � E f

AsV T (~� )=kT
� ; (3.2)

where f 0
I is the fractional contribution of interstitial di�usion at zero strain, and

f 0
V = 1� f 0

I . In our calculation, 0:4 wasusedasa value of f 0
I [69]. The changein the
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Figure 3.3: 3D view of AsI migration. AsI< 110>spl it ! Ashex ! AsI< 110>spl it . While
As migrates from a split position (Asi site) to another split position(Asf site) via a
transition state (AsT site), the initial pair (Asi -Sii1) breaksapart and the As pairs up
with oneof six Si atoms in the hex ring. The Asi -Sii1 pair is sharedby two hex rings
in the �gure.

formation energyof transition state due to strain is

� E f
AsI T ;AsV T (~� ) = � V0(� ~� AsI T ;AsV T � � ~� As ) � CSi � ~�; (3.3)

whereV0 is volumeper lattice site, � ~� is the inducedstrain vector, C is elasticsti�ness

tensor, and ~� is the applied strain vector.

Among many possibleAs interstitial con�gurations, the < 110> split interstitial

hasthe lowest formation energyand the hexagonalinterstitial is the transition state.

Table 3.1 lists the formation energiesof various As interstitials. Becausethe intersti-

tial con�guration we usedto �nd migration path is sharedby two hexagonalrings,
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Figure 3.4: Strain dependenceof freeenergyfor a 64-atomsupercell. The magnitude
of induced strain for an As vacancypair is slightly larger than that for an As inter-
stitial pair. Therefore, the di�usivit y enhancement/retardation is larger for vacancy
mechanism. Energiesare reported in referenceto the minimum energyof each struc-
ture (energy in a fully relaxedlattice). Strains are reported in referenceto the GGA
Si equilibrium lattice parameterof 5.4566�A.

Table 3.3: Induced strains of transition statesand substitutional As. Induced strains
are reported for onedefectper atomic volume.

structure AsItr ans AsVtr ans As
� � 0.309 -0.414 0.0185

As can continuously migrate from one ring to another without an additional barrier

after passingthrough the transition state.

Therefore,the energydi�erence betweena < 110> split and hex structure determines

the migration barrier. The inducedstrain of interstitial transition state wasobtained

by applying hydrostatic strain by changing lattice parameterof the supercell. Due to

the symmetry of the hex site, a hydrostatic strain calculation is su�cien t to obtain
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Figure 3.5: Strain dependenceof di�usivit y. Vacancydi�usivit y increasesunder com-
pressive biaxial stressand decreasesunder tensilebiaxial stress,and it is the opposite
to interstitial di�usivit y. Vacanciesshow slightly stronger strain dependencethan
interstitials due to a larger induced strain.

the induced strain. Table 3.3 lists induced strains of transition states. As expected

and reported previously [70], f I increasesunder tensile strain and decreasesunder

compressive strain (Fig. 3.6).

The vacancy transition state is located between 2NN and 3NN [74]. Table 3.2

shows binding energiesof AsV at 1NN, 2NN and 3NN sites. The di�erence in binding

energybetween2NN and 3NN is lessthan 0.1eV, which suggestsbinding is not dueto

local binding but rather to a Coulombic interaction and global strain compensation.

Therefore,the AsV transition state is equivalent to a vacancytransition state in self-

di�usion, and the transition state can be treated assymmetric, allowing the induced

strain to be determinedfrom a hydrostatic strain calculation.

As seenin Table 3.3, the magnitude of the inducedstrain of a vacancytransition

state is larger than that of an interstitial transition state. Combined, the larger
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Figure 3.6: Calculated strain dependence(biaxial) of the fractional contribution to
As di�usion due to interstitials. Di�usion via the interstitial mechanism is enhanced
under tensile strains.

fractional coe�cien t of vacancydi�usion at zerostrain and the stronger stresse�ect

on the vacancymechanismresult in a total di�usivit y enhancement undercompressive

strain and little changeunder tensile strain, which is consistent with experimental

observations [75, 76]. However, Uppal et al. reported that As di�usivit y in strained

Si0:9Ge0:1 is lower than that in relaxed Si0:9Ge0:1 [77]. The di�erence in di�usivit y

betweenstrained Si0:9Ge0:1 and relaxedSi0:9Ge0:1 is expectedto comeprimarily from

strain e�ects becausethe chemical e�ects due to the presenceof Ge are the samein

both cases.Basedon the consensusthat the di�usion mechanismsare similar in both

Si and SiGe at low Ge concentration, this opposite strain dependenceto that of As

di�usivit y in SiGe appearsunusual. Becausethe vacancymechanism is expected to

be stronger when Ge is added [78], this behavior is surprising and requires further

study.
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Figure 3.7: Calculatedstrain dependence(biaxial) of total di�usivit y of As. Di�usion
is predicted to increasestrongly for compressive strain, but compensationof I and V
mechanismsgiveslittle changefor tensile strain.

3.3 P di�usion

3.3.1 PI di�usion path

In contrast to a previousreport citing PIhex as the transition state of neutral PI mi-

gration with a 0.7eV energybarrier [11],we found a newmigration path with a much

lower energybarrier. Liu et al. reported that dumb-bell-like < 110> split interstitial

and X2 (Fig. 3.8(b)) structures have the sameenergy. In our calculations,however,

X2 becomesthe lowest energystructure, about 0.2 eV lessthan the < 110> split in-

terstitial. The formation energiesfor various PI structures are listed in Table 3.4.

As shown in Fig. 3.8, the interstitial P atom in the X2 structure is located on a line

connectingthe bond-center betweentwo substitutional sitesand a hex site. The mi-

gration energybarrier to neighboring X2 sites inside the hexagonalring is about 0.2

eV. The inducedstrain due to this transition state is highly asymmetricwith a large
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Table 3.4: Formation energiesfor various interstitial con�gurations. X2 (Fig. 3.8(b))
has the lowest formation energy.

X2 < 110> split < 100> split hex tet
Ef (eV) 2.73 2.90 3.46 3.08 3.74

Figure 3.8: PI migration path and corresponding structures. Structure (a) is the
inter-ring transition state from one hexagonalring to another and structure (c) is
the intra-ring transition state from one X2 (b) to another X2 (d). With these two
transitions, long rangedi�usion is possible.

expansionin the direction perpendicular to migration and a small contraction along

the migration direction (Fig. 3.8(c)).

For long range di�usion to be possible, an additional migration path between

di�erent hexagonal rings is required since the above-mentioned migration path is

limited to a single hexagonalring. In a diamond structure, a bond is sharedby six

hexagonalrings, thus there are six hex sites and X2 sites every 60o around the M-N

bond in Fig. 3.8(d). The migration energybarrier to the neighboring hexagonalring

is 0.1eV and the transition state structure is shown in Fig. 3.8(a). The inducedstrain

due to the inter-ring transition state is almost symmetric.
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Table 3.5: Induced strain for various P and PI structures. PI1
tr ans is the intra-ring

transition state and PI2
tr ans is the inter-ring transition state. While intra-ring transi-

tions producestrongly anisotropicinducedstrain, inter-ring transitions producenearly
isotropic induced strain.

P PI (X 2) PI1
tr ans PI2

tr ans

� ~� � (0:08; 0:08; 0:08) (0; 0:36; 0:36) (� 0:05; � 0:05; 0:96) (0:27; 0:27; 0:25)

3.3.2 Stresse�ect on P di�usivity

The energy di�erence between an intra-ring barrier and inter-ring barrier is com-

parable to thermal energyat the di�usion temperature. Therefore, both transition

mechanismswere included in our KLMC simulations. The hopping network usedin

KLMC is shown in Fig. 3.9, wherethe nestedhexagonalring inside the Si hexagonal

Figure 3.9: PI hopping network (color online). The large blue spheresare Si, the six
small greenspheresare six hex sitesaround M-N line, and all others are possibleX2

positions. For a given X0
2, there are two intra-ring hopping sites(X 1

2 and X2
2) and also

two inter-ring hopping sites (X 3
2 and X4

2).
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Figure 3.10: MicroscopicPI di�usivit y changeas a function of strain under biaxial
stress. While strain has negligible impact on in-plane di�usivit y, out-of-plane di�u-
sivity is a modest function of strain.

ring is the intra-ring transition network, and the other ring around M-N is the inter-

ring transition network. The position of an X2 structure can be uniquely de�ned by

two Si lattice sites and a hex site. For example,X0
2 can be de�ned by (M,N,H) in

Fig. 3.9. In the KLMC simulation, thesethree lattice positionsare updated for every

hop, and the di�usivit y is calculatedbasedon Eq. 2.50.

As shown in Fig. 3.10,stressa�ects microscopicPI di�usivit y dP I only in the out-

of-planedirection. However, the apparent P di�usivit y, the product of dP I and CP I

(Fig. 3.11), is retarded under compressive stressand enhancedunder tensile stressin

both the in- and out-of-plane directions. We comparedour prediction of the e�ect

of stress on P di�usivit y via interstitials to measurements of di�usion in strained

SiGefrom Christensenet al. [2]. KLMC predictions show strongerstresse�ects than

experimental observations (Fig. 3.13). The weaker stresse�ects in experiments may

arisefrom the fractional contribution of vacancy-mediateddi�usion. It is known that
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Figure 3.11: PI pair concentration changeasa function of strain under biaxial stress.
The in-plane concentration has a stronger strain dependencethan the out-of-plane
concentration.

-0.01 -0.005 0 0.005 0.01
Strain

0.1

1

10

D
(e

)/
D

(0
)

PI in-plane
PI out-of-plane
T=900

o
C

Figure 3.12: P di�usivit y changeasa function of strain under biaxial stress.Di�usiv-
it y is strongly a�ected by strain, and its impact on out-of-planedi�usivit y is stronger
than the in-plane di�usivit y.
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Figure 3.13: Calculated changein P di�usivit y as a function of strain under biaxial
stress,and comparisonto experimental values from Christensenet al. [2] for P dif-
fusion in strained SiGe. Inclusion of f V =0.03 givespredictions which are consistent
with experiments.

PV pair formation energyis reducedby about 0.1eV whenGe is nearby [79] and thus

vacancy-assisteddi�usion is enhancedin Ge-rich Si. To understandthe experiments,

we performedDFT calculationson PV di�usion similar to thoseon AsV pair.

Unlike usual dopant-vacancypairs, the migration energybarrier in a PV direct

exchange is higher than that in a PV ring-around mechanism [11]. However, the

induced strain of a PV transition state is similar to that of a V transition state.

Hence,the e�ect of stresson PV di�usivit y is nearly the sameas for other dopant-

vacancypairs. Vacancy-assisteddi�usion has the opposite stressdependenceto that

of interstitial-assisteddi�usion, sothat DP V increasesin compressively strainedSiGe.

When f V = (1 � f I ) = DP V =DP =0.03 is included [69], the total di�usivit y becomes

much 
atter than DP I (Fig. 3.13) and closerto Christensenet al.
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3.4 Sb di�usion

Sbdi�uses primarily via a vacancy-assisteddi�usion mechanism[80,81]. Stresse�ects

on di�usivit y of the vacancy-assisteddi�users canbeeasilycalculatedanalytically due

to the symmetry of the inducedstrain at the transition state. The transition state is

locatedbetween2NN and 3NN (Fig. 3.14). The symmetry of the inducedstrain at the

transition state alsoresults in isotropic stresse�ects under all typesof normal stress

(hydrostatic, uniaxial, and biaxial). As shown in Fig. 3.15, Sb di�usion is enhanced

under compressive stressand retarded under tensile stress. One interesting fact is

that all the dopant-vacancydata falls on a commonline coincidingwith self-di�usion

via V. This is becausethe inducedstrains areadditive (Table3.6). When the induced

strain is additive,

� ~� AV T � � ~� V T + � ~� A : (3.4)

Then, Eq. 2.40can be approximated as

DAV (~� )
DAV (0)

= exp

 

�
V0(� ~� AV T � � ~� A ) � C � ~�

kT

!

(3.5)

� exp

 

�
V0� ~� V T � C � ~�

kT

!

(3.6)

=
DSiV (~� )
DSiV (0)

: (3.7)

Therefore, all the dopant-vacancypairs we consideredshow the universal stressde-

pendenceon di�usivit y.

Sb is overwhelmingly a vacancydi�user in Si, and thus the vacancy-mediateddif-

fusivity approximatesthe total di�usivit y. Wecomparedthe changein our theoretical

DSbV with the changein total di�usivit y versusstrain for Sb measuredby Larsenet

al. [3]. We extracted the tensile stresse�ects from Larsen'sdata by taking the ratio

of Sb di�usivit y in tensile-strainedSi to the di�usivit y in relaxedSi. The compressive

stresse�ect was calculatedusing the samemethod in SiGe. Becauseadding Ge in Si
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Figure 3.14: Nudged elastic band calculationsof transition state for V-mediated Sb
di�usion which involvesV migration from 2NN to 3NN site.
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Figure 3.15: Vacancy-mediateddi�usivit y vs. strain for variouselements underbiaxial
stress. For all dopants, the curvesoverlap with the V-mediated self-di�usion curve.
Also shown is experimental data for Sb from Larsen et al. [3], which is accurately
predicted.
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Table3.6: Inducedstrainsof dopant-vacancypairsat transition state. The numbersin
parenthesesare the inducedstrains of substitutional dopant. Note that the di�erence
betweentwo numbersaresimilar for all cases.Sinceinducedstrain vectorshave three
equalcomponents, only a singlecomponent is presented.

V P As Sb
� � AV T (� � A ) -0.415(0) -0.416(-0.08) -0.382(0.018) -0.229(0.16)

Table3.7: Formation energiesfor variousGaI and InI structures. In the tet1 structure,
the dopant is at a substitutional site and Si is at a tetrahedral site of the dopant (e.g.,
GaItet ). In the tet2 structure, they are switched (e.g.,Gatet

i ). Gatet (Fig. 3.16(a)) and
InI tet (Fig. 3.16(c)) structures are the minimum energyinterstitial structures.

Ef eV < 110> split < 100> split hex tet1 tet2

GaI 2.72 3.72 2.99 2.47 2.11
InI 2.76 3.92 3.95 2.57 3.01

usually boosts the fractional contribution of vacancy-mediateddi�usion, Sb di�usion

remainsmediated by vacanciesin SiGe and DSbV approximates the total di�usivit y.

The predicted valuesshow an excellent agreement with experiments.

3.5 Ga and In di�usion

It is believed that Ga and In both di�use via interstitial mechanism [81, 82]. As

previously reported, we found Gatet and InI tet to be the lowest energy interstitial

structures for Ga and In, respectively [83, 84]. The formation energiesof various

interstitial structures are summarizedin Table 3.7.

The di�usion paths for both dopants werefound usingDFT NEB methods [33, 35,

36]. Fig. 3.17illustrates the GaI transition path and hoppingnetwork. GaI migration

occurs via a two-step process:Gatet
i ! GaItet ! Gatet

i . In each step, the transition

state is GaI< 110> . At the �rst step, Gatet migrates into one of four neighboring

substitutional sitesto makeGaItet via GaI< 110> . The orientation of GaI< 110> is aligned
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Figure 3.16: The lowest energyinterstitial structures (a and c) and transition states
(b and d) for Ga (left) and In (right). GaI transition state is < 110> split interstitial
and InI transition state is similar to In tet structure.

Table3.8: Inducedstrains for substitutional Ga and In, and their interstitial transition
states. While Ga and GaI producelessstrain than In and InI, the di�erence between
induced strain of transition state and that of substitutional state are similar in both
cases.Hencethe stresse�ects on di�usivit y are nearly the same(Fig 3.18).

Ga GaItr ans In InI tr ans

� ~� (0:064; 0:064; 0:064) (0:20; 0:20; 0:26) (0:21; 0:21; 0:21) (0:33; 0:33; 0:46)

with the line connecting the initial Gatet and the Sitet at the intermediate state.

Therefore, three distinct orientations are possiblewith 1/3 of GaI< 110> in-plane and

2/3 of GaI< 110> out-of-planeunder biaxial stress. In Fig. 3.17,T1 and T2 are out-of-

planetransition statesand T3 is the in-plane transition states. There are a total of 12

possibletransition paths in this step. The secondstep is the reverseof the �rst step.

The InI migration path is the sameas the GaI migration except the fact that the

initial position starts from InI tet . The transition state is similar to the InI tet structure

asshown in Fig. 3.16.



46

Figure 3.17: GaI hoppingnetwork for KLMC and correspondingstructures. Thereare
four neighboring substitutional sitesfor a givenGatet

i (a) and threeavailable transition
states for each substitutional site (b). Therefore,12 transition paths are possiblein
the KLMC hopping network for half of the full transition (c). The other half of the
transition is the reverseprocessof the �rst half. So there are 144 distinct transition
paths for a hop. The corresponding energyis shown in (d).
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Figure 3.18: Changein Ga and In di�usivit y asa function of biaxial stress. In-plane
di�usivit y was not plotted sinceit overlapswith out-of-planedi�usivit y.

The KLMC resultsof stresse�ects on Ga and In di�usivit y areplotted in Fig. 3.18.

Due to a small di�erence betweenthe in-plane component of the induced strain and

the out-of-planecomponent of the inducedstrain at the transition state, stresse�ects

are isotropic for both atoms. In addition, Ga and In have almost the samedependence

of di�usivit y on stress.

3.6 Summary

In this chapter, stresse�ects on di�usion wasstudied for a wide rangeof dopants (As,

P, Sb, Ga, and In) via a combination of DFT and KLMC. Fig. 3.19summarizesthe

results for all dopants studied in this chapter. Di�usion paths and inducedstrain ten-

sorswere found via �rst principles calculations,and the results wereusedto perform

kinetic lattice Monte Carlo (KLMC) simulations when the transition state produced

asymmetric induced strain.
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Figure 3.19: Stresse�ects on dopant di�usivit y.

Biaxial compressive stress makes vacancy-mediatedAs di�usion dominant and

results in an enhancement of total As di�usivit y. Under biaxial tensile stress, the

vacancymechanism and interstitial mechanism compete against each other and the

total di�usivit y undergoes little change. A new PI di�usion path with a low energy

barrier (0.2 eV) was found, and the resulting stresse�ects on both microscopicand

e�ective di�usivit y were calculated. Strongly anisotropic P di�usivit y is predicted

due to the asymmetric induced strain of the PI transition state. For Ga and In, we

con�rmed the previously reported interstitial di�usion path and found stresse�ects

to be weaker and isotropic. We also found that stress e�ects on Sb di�usion via



49

Sb-vacancypairing are similar to self-di�usion via vacancy, as well as to V-mediated

di�usion of As and P.
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Chapter 4

STRESS EFFECTS ON A S A CTIV ATION

In this chapter, we investigatestresse�ects on As activation in silicon using den-

sity functional theory. With particular attention to the lattice expansioncoe�cien t,

we calculatedthe formation energychangedueto appliedstressand plotted the stress

dependenceof the Asm V concentration. We found that biaxial stressresults in min-

imal impact on As activation, which is consistent with experimental observations by

Sugii et al. [76], who found no changein the As activation under tensile stress.

4.1 Background

The formation energy is a function of induced strain when stressis applied. Hence

the induced strain is the key factor to study stresse�ects on As activation. The

induced strain is generally a rank two tensor, but substitutional dopants produce

isotropic lattice distortion, so inducedstrain due to a substitutional dopant becomes

scalar. Cargill et al. observed lattice contraction at high active As concentration and

attributed it to freeelectronsat the conductionbandedge[18]. However, density func-

tional theory (DFT) predicts that electronsresult in lattice expansion(Table4.3). To

resolve this contradiction, we carefully examinedthe detailed local structure around

As atoms in Si matrix using DFT, and determined induced strain. Basedon calcu-

lated inducedstrains, stresse�ects on the active As concentration relative to the total

chemical As concentration were predicted.
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4.2 As deactiv ation kinetics

As deactivation is governed by Asm Vn cluster formation, and clusters with m=1-4

and n=1 are consideredas the dominant speciesin deactivation kinetics [72]. Under

equilibrium conditions, the concentrations of these clusters are determined by the

free As and V concentrations and cluster formation energies.In the dilute limit, the

concentration of Asm V is given by the massaction law:

CAs m V = � As m V
Cm

As

Cs
exp

 

�
E f

As m V

kT

!

; (4.1)

where � As m V is the number of possibledistinct con�gurations of Asm V, Cs is lattice

site concentration (5 � 1022cm� 3), and E f
As m V is the formation energy of Asm V in

referenceto substitutional As and pure Si. The total chemical As concentration is

given by

Ctotal
As = CAs +

4X

m=1

mCAs m V : (4.2)

Table 4.1 lists the formation energiesof Asm V complexes.Each time an As atom is

addedto a vacancy, the formation energyis loweredby about 1:5 eV, and thusa larger

complex is more stable than a smaller one. We calculated the Asm V concentrations

basedon the formation energieslisted in Table 4.1 and Eq. 4.1. SinceDFT GGA

underestimatesthe vacancy formation energy by about 1 eV [85], we also applied

a correction for the Asm V formation energiesusing experimental values [17]. As4V

hasthe lowest formation energyand becomesthe dominant cluster under equilibrium

conditions. The As4V structure is shown in Fig. 4.1. Smaller clusterscan be formed

during epitaxial As-doped Si growth and early stagesof annealing,and can dominate

beforefull equilibration is reached [86, 5], but we restrict our analysisto equilibrium

conditions.

Fig. 4.2 shows the isolatedAs concentration asa function of the total As concen-
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Figure 4.1: Strucuture of As4V complex. A lattice vacancy is surroundedby 4 As
atoms. Each As atom provides two electronsnot involved in Si-As bond to make
As4V stable.
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Figure 4.2: Equilibrium As concentration and As4V concentration asa function of the
total chemical As concentration. Solid lines are plotted with correction for vacancy
formation energyand broken lines are plotted with DFT formation energies.Smaller
clustersdon't appear due to low concentration.
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Table 4.1: Formation energy of Asm V clusters. When the experimental vacancy
formation energy is used(4.60 eV [17]), formation energiesincreaseby about 1 eV.
The experimental value of the V formation energywas calculatedby subtracting the
migration barrier (0.26 eV, DFT value) from the activation enthalpy (4.86 eV [17]).
In the secondrow, the �rst value is basedon the DFT result, and the secondis based
on the experimental V formation energy.

V AsV As2V As3V As4V

Ef (eV)
3.59 2.15 0.68 -0.66 -2.22
4.60 3.16 1.69 0.35 -1.21

tration. As the number of As forming As4V increasesto becomea signi�cant fraction

of free As, the free As concentration starts deviating from the total chemicalAs con-

centration, which is consistent with previous reports [87, 5]. We should note that

the As4V formation energyis actually Fermi level dependent due to a chargetransfer

from the Fermi level to the cluster when As4V forms. A higher Fermi level results

in lower cluster formation energies,and thus the As4V (As) curve becomessteeper

(
atter) when the Fermi level dependent formation energyis used.

4.3 Stress e�ects on As activ ation

In equilibrium, the change in concentration of a defect X (As, V or Asm V) due to

stressis given by

CX (~� )
CX (0)

� exp

 

�
� E f

X (~� )
kT

!

; (4.3)

where � E f
X (~� ) is the changein the formation energyof X due to stress. In the case

of the Asm V cluster, it is given by

� E f
X (~� ) = � V0(� ~� As m V � m� ~� As ) � C � ~�; (4.4)
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Figure 4.3: Energy vs. strain for As, V, and As4V.

Table 4.2: Induced strain for As and Asm V complexes. As producessmall lattice
expansionand Asm V complexesresult in lattice contraction.

As V AsV As2V As3V As4V
� � 0.018 -0.25 -0.21 -0.22 -0.11 -0.08

whereV0 is the volumeof a lattice, � ~� As m V (� ~� As ) is the inducedstrain due to Asm V

(As), C is the elasticsti�ness tensorof Si, and~� is applied strain. The inducedstrain

can be determined from the energyvs. strain curve. A detailed explanation can be

found in Ref. [12]. To extract the energyvs. strain curve (Fig. 4.3), we calculatedthe

total free energyof 64-atom (or 63-atom, with vacancy) super-cellsusing the DFT

code VASP [58, 59, 60] with PW91 GGA potential [51]. All calculationsweredoneat

a 250 eV energycut-o� with 23 Monkhorst-Pack k-point sampling [63, 64, 65]. The

results are summarizedin Table 4.2.

Several authorshave observed lattice contractions in heavily As-dopedSi and they



55

Table 4.3: Inducedstrain due to As, As+ , and freeelectronsand holes. The numbers
in parenthesisare extracted from Cargill et al. [18]. Note that in spite of longerAs-Si
bond length in Si63As+ supercell (Table 4.4), the lattice undergoescontraction.

As0 As+ e� h+

� � 0.018(-0.019) -0.22(0.07) 0.22(-0.09) -0.26

Table 4.4: Local lattice structure around an As atom in the Si lattice comparedto
atomic spacing in pure Si. Lattice distortion due to As is limited to within 3NN,
and removing an electron reducesthe As-Si bond length and the averageSi-Si bond
length.

Si As0 As+ As (exp)[88]
1NN 2.36 2.45 2.43 2.43
2NN 3.86 3.87 3.86 3.87
3NN 4.53 4.53 4.52 4.53

attributed it to freeelectronsin the conductionband [18, 89, 90]. In contrast to their

conclusion,DFT calculationspredict a lattice expansiondue to free electronsin the

conduction band. In Cargill et al., the total induced strain (� � As = � total NAs ) is

assumedto be given by the sum of the inducedstrain due to ions (� � As + = � sizeNAs )

and free electrons(� � e = � eNAs ). As shown in Table 4.3, in spite of the opposite

sign of the induced strain due to Aso, the absolute di�erence is small and thus its

impact on stresse�ects is minimal. However, the reasoningis very di�erent in each

case,and it raisesa fundamental question about the role of electrons: Do electrons

causeexpansionor contraction in the lattice? To answer this question,we performed

extensive DFT calculationsto �nd equilibrium lattice constants of chargedsupercells.

From the chargeconcentration vs. changein lattice constant (Fig. 4.4), we conclude

that electronsexpandthe lattice while holescauselattice contraction.

The lattice expansiondue to electrons raises another question about the rela-

tion betweenSi-As bond length and the lattice parameter. We looked into the local
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Figure 4.4: Changein lattice constant due to free charge carriers. The lattice un-
dergoesexpansion(contraction) as free electrons(holes) are added. Induced strains
are obtained by �nding equilibrium lattice constant of chargedsupercell with various
dopants. One electron in a 64-atomsupercell corresponds to 7:8 � 1020cm� 3.

structure around As in Si matrix to answer this question. As listed in Table 4.4,

DFT calculationsagreewith experimental measurement up to the 3NN distanceand

predict a local volume expansionaround As [88, 91, 87]. However, this expansion

is attenuated as distancesincreaseand As-Si 3NN spacing is very similar to Si-Si

3NN distance. Therefore, changesin the 1NN bond length are not directly linked

to a change in the lattice parameter, and care should be taken when linking short

rangeatomic spacingto lattice constant. In fact, As+ producesa lattice contraction

(� � = � 0:22) in spite of longerAs-Si bond length, and a freeelectron in the conduc-

tion/impurit y band overcompensatesthis contraction, thus neutral As results in an

overall tiny expansion(� � = 0:018).

Basedon the our analysis, it is likely that experimentally observed lattice con-

tractions originate from reasonsother than freeelectrons.We attribute them to high
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Figure 4.5: Stresse�ects on As and Asm V cluster concentration under biaxial stress.
Note that the two dominant complexes,As and As4V, have minimal stresse�ects.

concentrations of vacanciesin the form of Asm Vn clusters, and �nd that a vacancy

concentration of about 15%of the As concentration canreproducethe lattice contrac-

tion observed by Cargill et al. [18]. Even lower vacancyconcentrations (8%) relative

to As give the samee�ects when 33 k-point sampling is used. This level of vacancy

concentration was reported basedon ab-initio calculationsby Berding et al. [72].

E�ects of stresson As and Asm V concentrations are plotted in Fig. 4.5 basedon

Eqs. 4.3 and 4.4. The concentrations of the two dominant con�gurations, As and

As4V, undergochangesin oppositedirections under biaxial stress,but the magnitude

is minimal due to the small induced strain. Finally, the free As concentration as a

function of the total As concentration is plotted in Fig. 4.6. At a given total As

concentration, compressive biaxial stress enhancesAsm V formation, and thus the

number of active As decreases.However, stresse�ects are minimal due to the small

inducedstrains of dominant structures, in accordancewith Sugii et al. [76], who found
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Figure 4.6: Stresse�ects on As and Asm V cluster concentration under biaxial stress.
Note that two dominant complexes,As and As4V, have minimal stresse�ects.

active As concentration to be equivalent in both 1.2 % biaxial tensile strained and

unstrained Si.

4.4 Summary

By performing DFT calculations of the local structure around As in the silicon lat-

tice, we found that lattice expansiondue to the larger sizeof an As atom is limited

to within 3NN distances. The lattice contraction in highly As-doped Si can be ex-

plained by Asm V cluster formation. As4V formation is dominant in As deactivation

at the equilibrium state. The small inducedstrain due to both isolatedAs and As4V

results in negligible stresse�ects on the carrier concentration, in accordancewith

experimental observation by Sugii et al. [76]
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Chapter 5

CO-DOPING EFFECTS BETWEEN COMBINA TIONS OF
DONORS (P/A S/S B ) AND A CCEPTORS (B/G A /I N )

In this chapter, co-doping e�ects in silicon are discussedwith particular atten-

tion given to charge compensation,Coulomb interactions, and strain compensation.

We �nd that for B-doped systems,As or Sb counter-doping reducesthe maximum

hole concentration, but that due to the strong binding of multiple P atoms, Ga or

In counter-doping can increaseelectron density in heavily P doped material. For

acceptor-acceptorpairing, we �nd the B-B interaction to be repulsive as expected

due to Coulombic e�ects, but calculations show a surprisingly signi�cant attractiv e

binding between B and In, which we attribute to hole localization. However, B-In

binding is not promising for enhancinghole concentrations sinceB-In pairs are deep

acceptors. Both donor-acceptorand acceptor-acceptorpairing can be helpful in re-

ducing dopant di�usion leading to more abrupt junctions.

5.1 Background

At the cutting edgeof silicon technology, understandinginteractions betweenmulti-

ple dopants is required to continue MOSFET scaling. In modern ULSI technology,

heavily co-doped regionsfrequently occur, and it is observed that counter-doping can

be bene�cial to reducethe junction depth [41, 42, 43]. There are two primary factors

we considerfor co-dopinge�ects: global strain compensation and local binding en-

ergy. Strain compensationbetweena small atom and a large atom can enhancethe

dopant solubility and reducedi�usivit y [40, 39, 92], and local binding betweendonors

and acceptorsalso producessimilar e�ects [43, 93, 94, 95]. In co-doping, a major
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component of local binding is the Coulomb interaction.

Co-dopingcan increasethe chemical concentration of dopants and retard dopant

di�usion as experimentally observed [43, 93, 96]. However, it is hard to separate

out the e�ects of strain, electrostatics, and local chemical bonding from the other

dopant/defect interactions by experiment, sincein many experimental setupsthere is

no simple way to control individual e�ects. In our ab-initio study, we separatestrain

energy and binding energy within the linear elasticity limit and investigate strain

compensationand local binding individually.

5.2 Pairing Co e�cien t

5.2.1 Formation energy and stressenergy

When donorsand acceptorscoexist in the silicon matrix, chargetransfer occursand

bandgap crossingshould be taken into account in calculating the formation energy

of donor-acceptorpairs in referenceto neutral donors and acceptors. However, it is

known that DFT is inaccurate in calculating bandgaps[67]. To avoid this bandgap

crossing,we used charged donors and acceptorsas referencestates. For acceptor-

acceptorpairs (e.g., BIn) neutral supercellswereusedasa reference,becausethere is

no bandgapcrossing.The formation energyof a donor-acceptorpair can be given as,

E f
M N = ESi 62 M N � ESi 63 M + � ESi 63 N � + ESi 64 : (5.1)

Table 5.2 lists the calculatedformation energies.SinceDFT underestimatesthe free

energyof chargedsupercells[66], the lowest order correction wasapplied (q2� =2�L �

0.16eV). For comparison,the two primary components of the formation energy, elec-

trostatic energyand stressenergy, are also listed in Table 5.2. E C is calculated by

monopole approximation, assumingfully ionized donor and acceptor.

Within the elastic limit of a material, the free energyof supercell is represented
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Table 5.1: Induced strain due to group I I I/V elements. The valuesare reported in
referenceto the GGA Si equilibrium lattice parameterof 5.4566�A.

B As Sb P Ga In
� � -0.30 0.018 0.18 -0.078 0.066 0.21

as

E = E0 +
V
2

(~� � x� ~� )C(~� � x� ~� ); (5.2)

where E0 is the minimum energy at the relaxed lattice constant, V is the volume

of the supercell, � is applied strain, � � is the induced strain, and x is the atomic

concentration of the dopant/defect. The induced strain � ~� = (� �; � �; � � ) due to

a singledopant is listed in Table 5.1. The binding energyis calculated by factoring

out the stressenergyfrom the formation energyusing Eq. 5.1 and 5.2, and listed in

Table 5.2.

The free energieswerecalculatedusing the density functional theory (DFT) code

VASP [58, 59, 60] with the generalizedgradient approximation (GGA) and ultrasoft

Vanderbilt typepseudopotentials [97]. All B-related calculationsweredonewith a 340

eV cut-o� and P-related calculationsweredonewith a 250eV cut-o�. 23 Monkhorst-

Pack ~k-point sampling [63, 64, 65] was used.

5.2.2 Pairing coe�cient

The binding energyof a donor-acceptorpair canincreasesolubility andretard di�usion

as reported previously [93, 43, 98, 99]. To estimate the impact of ion pairing on

charge carrier density, we calculated the pairing ratio between the primary dopant

and counter dopant due to binding. For the dopants considered,we �nd the impact

of global strain compensation on solubility to be much smaller than the e�ect of
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binding even at a high counter-dopant concentration. The pairing coe�cien t, the

ratio between the total number of paired primary dopant atoms (e.g., B or P) and

the total number of counter-dopant atoms, is given by

P =
N paired

primary

N total
counter

=
P

i;m i � Cim
P

i;m Cim
; (5.3)

whereCim is the pair concentration containing i primary atomsand onecounter atom.

The index m is usedto account for multiple combinations among1NN, 2NN and 3NN

binding for the samei . Using the massaction law at equilibrium, Cim is given by

Cim = � im C0(
Cf r ee

Cs
) i exp

�
� E b

im =kT
�

; (5.4)

where � im is the con�gurational entropy factor, C f r ee and Cs are the free primary

dopant concentration and silicon lattice concentration, respectively, and E b
im is the

binding energyof the given con�guration.

Eqs.5.3and 5.4aregenerallyapplicableto binding beyond the �rst nearestneigh-

bor (1NN), but we have included only 1NN multiple binding in pairing calculations

reported below. It may result in a slightly weaker pairing coe�cien t, but it is a

reasonablechoicesincemuch stronger binding at 1NN overwhelmsthe e�ect from a

larger number of neighbors at 2NN and 3NN, even at high temperature. In addition,

screeninge�ects reducethe indirect binding energybeyond 1NN and at high doping

concentrations, the screeninglength approachesthe interatomic distance[100]. Under

this restriction, Cim can be simpli�ed to Ci (the concentration of pairs with i primary

dopant atoms at 1NN). Then Eq. 5.4 can be expressedas

Ci =
4!

(4 � i )!( i )!

 
Cf r ee

Cs

! i

C0 exp
�
� E b

i =kT
�

(i = 0 � 4): (5.5)
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(a) BAs 1NN (b) BAs 2NN

Figure 5.1: Chargedistribution of BAs at 1NN and 2NN. B is locatedon the left and
As is on the right. Electronsaround As are distributed approximately symmetrically
in both cases.Their distribution around B is skewed away from the As ion at 1NN,
but is nearly symmetric at 2NN. The isosurfaceswere plotted at the samedensity
(� = 5:5 � 1023e=cm� 3).

5.3 Co-doping e�ects on charge carrier densit y

The total chargedensity is given by

n(p) = Cfree
primary + (P � 1)Ctotal

counter ; (5.6)

whereCfree
primary andCtotal

counter arethe freeprimary dopant concentration and total counter-

dopant concentration, respectively.

Using Eqs. 5.3, 5.5, and 5.6, we plotted the di�erential carrier density per co-

dopant as a function of the concentration of free primary dopant (Fig. 5.4).
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Table5.2: Net formation energyof variousion pairs. Except for 1NN, the sumsof ap-
proximate Coulomb energy(E C ) and strain compensationenergy(E S) arewithin 0.15
eV of E f . BAs/InP 1NN shows weaker/stronger binding than Coulomb interaction.

eV E f E S E C

Si62BAs 1NN -0.34 -0.02 -0.55
2NN -0.36 -0.02 -0.32
3NN -0.32 -0.02 -0.27

Si62BSb 1NN -0.46 -0.08 -0.52
2NN -0.32 -0.08 -0.32
3NN -0.22 -0.08 -0.27

Si62GaP 1NN -0.66 -0.008 -0.50
2NN -0.29 -0.003 -0.32
3NN -0.21 0.0 -0.27

Si62InP 1NN -0.88 -0.02 -0.48
2NN -0.38 -0.02 -0.31
3NN -0.28 -0.02 -0.27

5.3.1 Donor-acceptor pairs

As listed in Table 5.2, all the donor-acceptorpairs exceptpairs at �rst nearestneigh-

bor (1NN) show binding which is closelyapproximated by the sum of stressenergy

and Coulombic interactions. A portion of the modest di�erence betweenE f and sum

of E C and E S (lessthan 0.15eV) may arise from the inaccuracyof the point charge

approximation for the charged ions. We attribute the large energy discrepancyfor

donor-acceptorpairs at 1NN to direct local binding and higher order multip ole inter-

actions. Fig. 5.1 shows the highly asymmetric charge distribution for B-As at 1NN.

Thus, the monopole approximation is not su�cien t to accurately estimate Coulomb

energy.
Table 5.3 shows the formation energyof BnSb doesnot monotonically increaseas

B is added to Sb. This is becausethe small B atom producesa large strain energy.

Oncestrain energy(the third column in Table5.3) is factoredout, the binding energy

monotonically increasesfor all multiple binding species.Fig. 5.3 shows a monotonic
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Table5.3: Formation energyand binding energyof donor-acceptorpairs with multiple
binding. In contrast to B-Sb multiple binding, In-P multiple binding producesa large
negative formation energybeyond the Coulomb interaction. Fig. 5.2 shows In-related
acceptorlevel lowering as multiple P atoms are bound to In.

eV E f E S E b eV E f E S E b

BSb -0.46 -0.09 -0.37 InP -0.88 -0.02 -0.86
B2Sb -0.62 -0.06 -0.56 InP2 -1.36 -0.04 -1.32
B3Sb -0.67 0.11 -0.78 InP3 -1.77 -0.05 -1.72
B4Sb -0.62 0.41 -1.03 InP4 -2.19 -0.05 -2.14
GaP -0.66 -0.01 -0.65 InAs -0.82 0.006 -0.83
GaP2 -1.01 -0.01 -1 InAs2 -1.2 0.013 -1.21
GaP3 -1.29 0 -1.29 InAs3 -1.5 0.02 -1.52
GaP4 -1.48 0.02 -1.5 InAs4 -1.68 0.027 -1.71
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Figure5.2: Density of statesof donor-acceptorpairswith multiple binding. In contrast
to B-Sb pairs, the energylevels associated with In near the top of the valenceband
are lowered signi�cantly with the addition of P. The large binding energyof InPn is
attributed to this energylevel lowering.



66

1 2 3 4
n

-2.5

-2

-1.5

-1

-0.5

0

E
b 
( 

eV
)

BnSb
GaPn
InAsn
InPn

E
c

Figure 5.3: Binding energyfor multiple binding. The thick orangeline represents the
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Figure 5.4: Di�eren tial freechargeconcentration per co-dopant atom asa function of
the concentration of free primary dopants. The number of paired B atom per Sb is
lessthan 1, which meansBSb binding energyis not large enoughto overcomecharge
compensation. However, strong multiple binding betweenIn and P may be bene�cial
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Figure 5.5: Total charge density as a function of temperature. Despite large As
chemical solubility, pairing e�ects are minimal due to smaller As electrical solubility
comparedto P. Electrical solubility of P and As was taken from Solmi et. al. [4] and
Derdour et. al. [5], respectively.

increasein binding strength as more dopants are bound to a counter-dopant, which

implies that the monopole Coulomb approximation clearly fails at 1NN. It is notable

that the binding energyof InPn is quite large, while that of BnSb is much smaller.

We believe that the strong binding betweenIn and P is related to the lowering of the

initially deepIn acceptorenergylevel when P binds to it (Fig. 5.2). Atoro et al. has

suggestedmaking In shallow acceptorsvia trimer with P (In-P-In) [101].

Basedon multiple binding betweendonorsand acceptors,the di�erential carrier

density (Fig. 5.4) and total carrier density (Fig. 5.5) due to counter-doping were

calculated. Fig. 5.4 shows the changein carrier density as a function of free primary

dopant (P or B). The negativevaluefor BnSbup to well aboveequilibrium B solubility

implies that binding is not strong enoughto overcomechargecompensationbetween
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donorsand acceptorsfor this combination. Consistent with this prediction, Solmi et

al. reported a reduction in carrier densitiesdue to B-Sb pairing [43]. For the case

of InPn , dn=dCIn becomespositive well below P solubility. Although In solubility is

low (1:8 � 1018cm� 3 [102]) in pure silicon, pairing with P substantially increasesIn

solubility well above the normal value (Fig. 5.5(a)). Ga-P pairing is also predicted

to give substantial activation enhancement, but due to smallerAs electrical solubility

comparedto P, In-As pairing doesn't increasethe total electrondensity signi�cantly.

Fig. 5.5 was plotted assumingthe same free primary dopant concentration as its

equilibrium solid solubility in Si. Counter-doping and associated pairing can also be

bene�cial in the formation of abrupt junctions by suppressingdopant di�usion [93,

43, 96].

5.3.2 Acceptor-acceptor pairs

When two acceptorsarecloselyspaced,Coulomb repulsionis expected. Although this

is true for two B atoms,aslisted in Table5.4, B-Ga binding is weakly attractiv e, and

B-In has a substantial binding energy. We believe that the holesassociated with B

are delocalizedand thus ionized B atoms repel each other. However, in conjunction

with the larger ionization energy, holes associated with In atoms (and to a lesser

extent Ga) are more localized,and the localization is enhancedby the presenceof an

additional acceptor. Localizedholesthen stabilize the formation of B-In (and B-Ga)

pairs. Fig. 5.6 shows a comparisonof hole distribution around B, In, and BIn. This

mechanismis supported by the fact that removing the holesby consideringnegatively

chargedcells leadsto the elimination of B-In binding (Table 5.5).

Unlike donor-acceptorpairing, no charge compensation is involved, so acceptor-

acceptor binding might be expected to lead to enhancedhole concentrations. Un-

fortunately, our calculations indicate that the BIn pair is a deepacceptoras shown

in Fig. 5.7(b), with both acceptor levels located well within the gap. This predic-

tion is supported by the experimental results of Scaleseet al. [96], who found that
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Table 5.4: Formation energyof acceptor-acceptorpairs. B-B interaction is repulsive,
while BIn shows strong attractiv e binding.

B2 BGa BIn
eV 1NN 1NN 2NN 3NN 1NN 2NN 3NN
E f 0.93 -0.06 -0.10 -0.08 -0.41 -0.29 -0.20
E S 0.28 -0.03 -0.10
E b 0.65 -0.03 -0.07 0.05 -0.31 -0.19 -0.10

Table5.5: Formation energyof BIn for variouschargestates. Whenholesareremoved,
BIn interaction goesfrom attractiv e to repulsive.

eV BIn BIn � BIn2�

E f -0.41 -0.21 0.12

(a) B (b) In (c) BIn

Figure 5.6: Hole density of (a) B, (b) In, and (c) B-In pair calculated by taking
the di�erence in chargedensity betweena singly chargedcell and a neutral cell. All
isosurfaceswere plotted at the samedensity (� � = 2:15� 1021e=cm� 3).
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(b) Acceptor pairs

Figure 5.7: Density of states of singleacceptorsand acceptor-acceptorpairs. In B2,
acceptorstates are located below the top of the valenceband maximum, but in BIn
pair two holesare in deeplevel.

In co-dopingdeactivates B. Previous theoretical work by Szmulowicz et al. con�rm

that B-In pairs have a large �rst ionization energy[103]. However, as in the caseof

donor-acceptorpairing, In can be usedto reduceB di�usion [92].

5.4 Summary

In conclusion,we have investigated the binding of various donor-acceptorpairs and

acceptor-acceptorpairs and analyzedthe resulting impact on maximum chargecarrier

density. Counter-doping of B with As or Sb can reduce the junction depth due to

retardedB di�usivit y, but the calculatedpairing e�ect is not largeenoughto overcome

charge compensationbetweenopposite dopant types. Counter-doping of P with Ga
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or In, however, is predicted to enhanceelectronconcentration via pairing of multiple

P atoms with a singleIn or Ga atom, thereby providing an increasein the maximum

concentration of electrically active P which exceedscompensationvia the acceptors.

B-In showsa surprisingly signi�cant attractiv ebinding, which weattribute to localized

holesovercomingexpectedionizedacceptorrepulsion. However, B-In co-dopingleads

to reduced, rather than enhanced,hole density becauseit producesdeep acceptor

levels. For both donor-acceptorand acceptor-acceptorco-doping,attractiv e binding

is alsoexpectedto leadto reduceddi�usion and thusmoreabrupt junction formation.
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Chapter 6

B DIFFUSION IN STRAINED SI 1� X GEX

Usingan extensive seriesof �rst principlescalculations,we have developed general

modelsfor the changein energyof boron migration state via interstitial mechanismas

a function of local alloy con�guration. The model is basedon considerationof global

strain compensationas well as local e�ects due to nearby arrangement of Ge atoms.

We took a statistical averageover many alloy con�gurations basedon the changein

migration energyto explain the reducedB di�usion in strained SiGe and compared

our results to experimental observations. Thesemodelsinclude signi�cant e�ects due

to both global stressand local Ge e�ects, and accurately predict the B di�usivit y

measuredexperimentally in strained Si1� xGex on Si as a function of Ge content.

6.1 Background

There is great interest in utilizing SiGe for enhancedmobilit y, increasedactivation,

and reducedcontact resistance,and many authors have shown that boron di�usion is

retarded in strained SiGe[45, 46, 9, 10]. However, the physical mechanismis not well

understood and theoretical explanationsarestill controversialand evencontradictory.

Kuo et al. concluded that stress e�ects are not signi�cant [45] and Lever et al.

attributed di�usivit y reduction to B-Ge pairing [46]. Later, Hattendorf et al. found

that there is no signi�cant binding betweenB and Geusingthe � -NMR technique[47].

Previous ab-initio calculations by Wang et al. suggestedthat the presenceof Ge

increasesthe migration energyand reducesthe concentration of Si interstitials [104].

In order to control devicestructures at the nanoscale,a fundamental understanding

of the e�ects of alloy concentrations and associated strains is critical. We investigated
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the B di�usion mechanism in strained Si1� xGex to solve the controversy, considering

both global strain compensationand local Ge con�guration.

6.2 B di�usion mechanism

B in a Si lattice di�uses mainly via interstitial mechanism [69], and previousresearch

indicates that boron migration occursvia a two step process:from substitutional B

with neighboring tetrahedral Si (BI tet ) to B in oneof 6 hexagonalsites(the subsetof 12

hexagonalsitesaway from the given I tet site) and then back to oneof 6 substitutional

sites [105, 12]. The B transition state is located between the substitutional site

and a hex site along a < 311> direction. Fig. 1.1 shows the migration path and

corresponding energybarrier. In this work, we assumethat the interstitial mediated

di�usion mechanism and di�usion path are the samein strained SiGe.

Figure 6.1: BI migration path and corresponding energy barrier. BI tet ! Bhex !
BI tet . B migratesfrom a substitutional site to oneof six hexagonalsitesand then one
of six sitesaround hexagonalring. The migration occursalong < 311> directions.
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6.3 B di�usivit y in strained SiGe

6.3.1 Ge-induced Stressin Si1� xGex

Ge atoms in epitaxially grown SiGe layer on top of relaxed Si produce biaxial com-

pressive stress. Although the strain level due to Ge is calculatedusing Vegard'slaw

(linear interpolation of lattice constant betweenpure Si and Ge) in many cases,it is

well known that the lattice constant of Si1� xGex deviatesfrom Vegard's law [8]. As

has beenpreviously observed [106], DFT-GGA overestimatesthe equilibrium lattice

constant for Ge. However, the calculations accurately reproduce the experimental

consensusof the negative deviation from Vegard'slaw, asshown in Fig. 1.2.
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Figure 6.2: Lattice constant of Si1� xGex . Ge shows a negative deviation from Ve-
gard's law. DFT-GGA overestimatesthe lattice constant for Ge so the endpoint
valuesare normalizedto experimental values[6, 7, 8] for comparisonto intermediate
compositions.
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The calculated lattice constant of relaxedSi1� xGex is given by

a(x) = a0 + 0:194x + 0:035x2; (6.1)

where a0 is the equilibrium Si lattice constant of 5.431. In fully strained Si1� x Gex

on top of relaxed Si, the in-plane lattice constant of Si1� xGex is the sameas that

of Si and the out-of-plane lattice constant is determinedby the biaxial Poissonratio

(� = 2C12=C11). Then, the applied strain is determinedas

� k(x) =
a0 � a(x)

a(x)
;

=
� 0:194x � 0:035x2

5:431+ 0:194x + 0:035x2
;

� ? (x) = � � � k: (6.2)

Although the actual lattice constant at high temperature is larger than the value cal-

culatedby Eq. 1.1dueto thermal expansion,the reducedelasticconstant compensates

the volume expansionand thus the stressenergyis nearly temperature independant.

The detailed analysisis given in Section7.3.1.

Table 6.1: Formation energy and binding energy of B-Ge at �rst nearestneighbor
(1NN) spacingand 2NN spacing.Formation energy(E f ) is calculatedat equilibrium
lattice constant of pure Si and with isolated substitutional impurities as reference.
Binding energy(E b) is calculated with relaxed(lowest energy) lattice constants and
thus excludesglobal strain compensation. Both terms are de�ned in Eq. 2.32. The
2NN con�guration has larger binding energythan other con�gurations.

BGe 1NN BGe 2NN
E f (eV) -0.009 -0.038
E b (eV) 0.016 -0.016
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6.3.2 B migration energy in Si1� xGex

When B is introducedinto a Si1� xGex lattice, B may interact with Ge. In fact, Lever

et al. proposedB-Ge pairing to explain retarded B di�usion. However, our DFT

results show that the B-Ge interaction is minimal (Table 1.1), and B-Ge interaction

is even repulsive at 1NN in contrast to Lever's assumption.Thus Lever's scenariocan

be discarded.

Table 6.2: The induced strains of substitutional B and BI transition state. In BI
transition state, the lattice expandsin the dominant coordinate of hop.

B BI trans

� ~� (-0.302,-0.302,-0.302) (0.288,-0.036,-0.036)

Table 6.3: The formation energydi�erence of the transition state for B di�usion in
Si63Ge relative to pure silicon. As Ge movesaway from the �nal destination of B, the
formation energydi�erence decreases.0NN refersto an interstitial B atom displacing
a substitutional Ge to a tetrahedral site (or the reverseprocess).

1 Ge atom 0NN 1NN 2NN 3NN
� E f (eV) 0.10 0.099 0.047 0.020

Table 6.4: The formation energychangeof the transition state for B di�usion with
2 Ge atoms in a hex ring relative to pure silicon. Note that increasein energy of
transition state is greatestfor the two Ge atoms at 1NN. In a con�guration, there is
a Ge-Gebond (Fig. 1.4 (c)). But there is no Ge-Gebond in b con�guration (Fig. 1.4
(b)).

2 Ge atoms 0-1NN 0-2NN 0-3NN 1-1NN 1-2NN 1-3NN 2-2NN 2-3NN
� E f (eV) 0.28 0.16 0.17 0.48 0.16a 0.14 0.12 0.11

0.25b
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Table 6.5: The formation energychangeof the transition state for B di�usion with 3
Ge atoms in a hex ring relative to pure silicon. In a con�guration, there is a Ge-Ge
bond between1NN and 2NN, but the 2NN is at the diagonal position to 1NN in b
con�guration.

3 Ge atoms 0-1-1NN 0-1-2NN 0-1-3NN 0-2-2NN 0-2-3NN
� E f 0.53 0.32a 0.36 0.16 0.24

0.34b

3 Ge atoms 1-1-2NN 1-1-3NN 1-2-3NNa 1-2-2NN 2-2-3NN
� E f 0.53 0.48 0.25a 0.31 0.19

0.29b

Table 6.6: The formation energychangeof the transition state for B di�usion with 4
Ge atoms in a hex ring relative to pure silicon. In a con�guration, there is a Ge-Ge
bond between1NN and 2NN, but the 2NN is at the diagonal position to 1NN in b
con�guration.

4 Ge atoms 0-1-1-2NN 0-1-1-3NN 0-1-2-2NN 0-1-2-3NN
� E f 0.53 0.42 0.40 0.36a

0.38b

4 Ge atoms 0-2-2-3NN 1-1-2-2NN 1-1-2-3NN 1-2-2-3NN
� E f 0.32 0.52 0.54 0.36

The stresse�ect on B di�usivit y wasstudiedusingab-initio methodsby Diebel [12].

They reported strong anisotropic di�usivit y due to asymmetric induced strain of

BI tr ans . Another possiblefactor for retarded B di�usion in Si1� xGex is the change

in BI tr ans formation energydue to nearby Ge. To test this proposition, we performed

extensive DFT calculations for various local Ge con�gurations. We �nd that indeed

the BI tr ans formation energychangeswhen Ge is closely located, and the dominant

e�ect is due to Ge within the 6-membered ring surrounding target hexagonalsite.

Figs. 1.3,1.4,and 1.5 illustrate how the energybarrier changeswith di�erent con�gu-

ration of nearby Ge. Tables1.3-1.6summarizethe changesin BI trans formation energy

when Ge atoms are present in the hexagonalring whereBI migration occurs. When
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Figure 6.3: The energyalong one step of the boron di�usion path (Bhex
i ! BI tet ) in

pure Si and Si63Ge. The highest barrier is for Ge at the 0th nearestneighbor (0NN)
site (not plotted). 0NN refersto BGetet

i in which Ge is displacedto a tetrahedral site
by B. As Ge moves away from the �nal B destination, the barrier decreasesto the
value in pure Si. Note that although the energyof the transition state for Ge in the
3NN site is almost the sameasfor pure Si, a higher barrier would have beenrequired
for B to have initially comefrom any substitutional site in the hexagonalring other
than the �nal site in its previoushop.

there is one Ge in a hexagonalring, the B migration path to 0NN has the highest

formation energy. But the path to 1NN has the nearly sameformation energy, and

the transition state energyapproachesthat in relaxedSi asthe �nal B position moves

away, When there are two Ge atoms in the ring, the total e�ect is stronger than the

sum of individual e�ects except the 2NN-3NN case. The migration along 1NN-1NN

path has the highest formation energy. This trend remainstrue for three or four Ge

atoms in the ring. Theseresults indicate that B prefers the migration paths away

from Ge. We calculatedthe changesin the transition state formation energiesfor the

caseof four or lessGe atoms in a ring, and set the values0.4 eV regardlessof the
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Figure 6.4: The boron di�usion paths and the corresponding changesin formation
energiesat the transition state with oneor two Ge atoms in a hex ring. The farther
the �nal B destination from Ge atoms, the lower the transition state energyis. The
changein the formation energyis the highest(left arrow in (c)) with two Ge-atomsat
1NN, and the 2NN-3NN con�guration (bottom arrow in (b)) has the lowest energy.

detailed Ge location for other con�gurations: �v e or six Ge atoms in a ring. Varying

this number doesn't a�ect the �nal result becausethesecon�gurations are rare in the

lattice up to 50%Ge concentration and the local Ge con�guration e�ects are weaker

than stresse�ects. We con�rmed that the changesin B di�usivit y are invariant with

any formation energyfrom 0 eV to 1eV when �v e or more Ge atoms are in a ring.

The changesin formation energiesin the tablesincludestressenergydueto Ge. To

separatethe local Ge e�ect from the stresse�ect, we subtracted the � V0�( ~� B I tr ans �

� ~� B ) �C �~� (x) term from the valuesin Table1.3-1.6.Separatecalculationscon�rm that

induced strains in SiGeB systemsare additive, independent of atomic con�guration.

The induced strains are listed in Table 1.2.

6.3.3 B di�usion in Si1� xGex

In pure Si, the stress-dependent B di�usivit y is given by,

Dpq(~� ) =
12X

i =1

6X

j =1

� 0 exp

 

�
E f 1

i (~� )
kT

! � 0 exp
�

�
E f 2

ij (~� )

kT

�

P 6
k=1 � 0 exp

�

� E f 2
ik (~� )
kT

� � X p
ij � X q

ij ; (6.3)
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Figure 6.5: The borondi�usion pathsandcorrespondingchangesin formation energies
at the transition state with three or four Ge atoms in a hex ring. As in the caseof
two Ge in a ring, whenever two Ge atoms are at 1NN, the migration barrier is the
highest in each con�guration.

where� 0 is the attempt frequency, E f 1
i is the formation energyof the �rst transition

state to the i th hexagonalsite, E f 2
ij is the formation energyof the secondtransition

state to the j th lattice site around the hex site, and � X p
ij is the pth component of

hopping vector. As for di�usion of B in pure Si [12], we �nd that all the o�-diagonal

elements of Dpq are all zero.

In Chapter 3, basedon this type of equation, we performed KLMC simulations

to predict stresse�ects on dopant di�usivit y in Si. However, performing KLMC in

an alloy material like Si1� xGex is technically more complicatedthan in pure material

since the local alloy con�gurations and various initial Ge distributions should be

taken into account. To make it simple, instead of performing KLMC (tracking the
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Figure 6.6: B di�usivit y in strained SiGe. Note that appropriate comparisonfor data
from Moriya et al. is with out-of-plane di�usivit y, since di�usion was measuredin
vertical direction only. Model predictions (out-of-plane) and data wereboth normal-
ized to 20% Ge result sinceMoriya reported only relative di�usivit y [9]. It can be
seenthat the calculationsdo an excellent job of predicting changein B di�usion with
Ge fraction. Fang'sdata at 20%Ge (2 ) alsoagreeswell with our prediction (x) [10].

consecutive hopsin the large lattice), we took the statistical averageof the di�usivit y

calculated analytically at every lattice site in a small volume of lattice subject to

periodic boundarycondition. This is equivalent to KLMC sincethe main contribution

originates from stresse�ects and the correlation betweenconsecutive hops is weak.

The averagedchangein di�usivit y is obtained by

D
SiGe
pq (x)

D
Si
pq

=

N sampleX

u=1

64X

v=1

D SiGe
uv;pq(x)

Nsample � 64� D Si
pq(0)

; (6.4)

whereNsample is the number of samplesfor di�erent Gecon�gurations and 64accounts
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for the possibleoccupationsitesof B in a 64-atomsupercell. In Si1� xGex , the applied

strain ~� is determined by the Ge fraction x (see Eq. 1.2) and the fraction x also

determinesthe local Ge e�ects on the average.Therefore,the parameter~� in Eq. 1.3

changesto x in Eq. 1.4.

When biaxial stressis applied, 4 paths out of the 12 possiblepaths to nearby hex

sitesare an out-of-planetransition and the others are an in-plane transition. For the

secondtransition to substitutional sites, 2 paths out of 6 are out-of-plane and the

others are in-plane. Then Eq. 1.3 becomes

Dpq(x)
Dpq(0)

=
4X

i =1

exp

0

@�
� E f 1

i;out (x)
kT

1

A

6X
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"
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� E f 2
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: (6.5)

Here we assumedthe attempt frequency� 0 is samein both Si and Si1� xGex .

Basedon Eq. 1.4 and 1.5, we calculated D 33 (out-of-plane) and D 11 (in-plane)

sincebiaxial stressproducesanisotropic di�usion. The results were comparedwith

experimental data by Moriya et al. [9] and Fang et al. [10], shown in Fig. 1.6. The

changein in-plane di�usivit y is stronger than that of out-of-plane di�usivit y, which

is consistent with Diebel's prediction [12]. We matched out-of-plane di�usivit y with

Moriya's at 20% Ge since their data was given in arbitrary units. The theoretical

valuesare in agreement with the experimental resultsand give an excellent prediction
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Figure 6.7: Out-of-plane B di�usivit y in strained SiGe. The broken line is the Ge
e�ect and the dotted line is the stresse�ect. Stresse�ect is somewhatstronger than
Ge e�ect, but both producesigni�cant changein B di�usivit y.

of changein di�usivities in strainedSi1� x Gex . Both strain e�ects and chemicale�ects

are important. However, the chemical e�ects appear weaker than suggestedby data

of Kuo et al. [45] who varied both composition and strain independently. Similarly

the strain e�ects appear stronger than thoseextracted by Kuo et al. [45], but weaker

than those obtained from similar experiments of Zangenberg et al. [32]. This may

be due to changesin dislocation structure of relaxedSiGemodifying the point defect

concentrations in the experiments.

6.4 Summary

We analyzedthe complicatedB di�usion in strained Si1� xGex alloys using extensive

DFT calculations. We found from DFT results that while there is no binding between

substitutional B and Ge, Ge in the proximit y of B can increasethe B migration
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barrier. By separatingstrain and local Ge e�ects, we developed a predictive model

for retarded B di�usion in strained SiGeand found that the B transition state energy

dependson local Ge con�gurations aswell asglobal strain compensation. While both

stresse�ects and local Ge e�ects are signi�cant, strain e�ects are somewhatstronger

than local Ge e�ects. B di�usion is strongly anisotropic in strained-Si1� xGex due to

the asymmetric transition state. Thus the impact of Ge on out-of-planedi�usivit y is

weaker than that on in-plane di�usivit y.
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Chapter 7

DOP ANT SEGREGA TION AT STRAINED-S I 1� X GEX /S I

INTERF A CES

In this chapter, dopant (B, P and As) segregationat strained-Si1� xGex /Si inter-

facesis discussedby equilibrating chemical potentials of dopants and electronson

each side of the interface. The theoretical results are then comparedwith existing

experimental data. Our calculations include changesin e�ective density of states

(EDS), with particular attention to high temperature hole e�ective mass,band gap

narrowing due to Ge and temperature, and lattice constant. We �nd that strong

B segregationis dominated by stresse�ects, while moderate P or As segregationis

dominatedby changesin electronicproperties. We alsoobserve that calculatedstress

energyis nearly temperature independent.

7.1 Background

In modern ULSI technology, strain engineeringis becomingan essential tool to help

scalemetal oxide �eld e�ect transistor (MOSFET) devices,and strained Si hasbeen

usedin commercialproducts to enhancethe carrier mobilit y sincethe 90nm node[38].

Oneof the important strain sourcesis an Si1� xGex expitaxial layer in the source/drain

regionsof a p-MOSFET.

At the Si/Si1� xGex interface, it has been reported that B segregatesinto the

Si1� xGex region[107, 108, 109,46, 110, 10]and P or As segregatesinto Si [108, 2, 111].

To our bestknowledge,however, detailedcalculationsincluding all the terms required

to predict segregation(as in Eqs. 9 and 11 in Ref. [109]) have not beenreported. In

our previousanalysis[40], for example,B segregationwas explainedbasedon solely
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strain compensation. However, this analysiswas oversimpli�ed, and there are other

e�ects arising from changesin electronic properties and entropy of mixing. In this

chapter, we investigatessegregationratio quantitativ ely at the interface of strained-

Si1� xGex /Si, leading to correctionsto a similar previousanalysisby Hu [107, 109].

7.2 Free energy and chemical poten tial

Dopant segregationoccurs until the chemical potential � reaches the samevalue on

both sidesof the interface. The segregationratio kseg is given as a solution of the

equation:

� (ksegN )Si 1� x Gex = � (N )Si ; (7.1)

whereN is dopant concentration. Hu separatedthe chemicalpotential into two sepa-

rate parts: atomic and electronic. In the atomic part, dopant atoms were introduced

into Si or Si1� xGex with charge carriers at the intrinsic Fermi level. However, the

defect level (donor or acceptor level) is the more proper level in which to introduce

chargecarriers, and is consistent with subtracting the ionized fraction of dopants in

the electronic step. Low temperature behavior further supports this idea, as some

chargesstill remain at the defect level (not at the intrinsic level).

The total free energyof N dopant atoms is given by

G = N u � V0N � ~� � C � ~� (NGe) � kT ln (
 a
 e); (7.2)

whereN u is the total internal energyof dopants, V0 is one lattice volume of relaxed

Si1� xGex , C is the elastic sti�ness tensor, � ~� is the normalized induced strain due

to the dopant, ~� (NGe) is the applied strain, and 
 a (
 e) is increasein the number of

possiblecon�gurations of atoms(electrons)dueto the dopant. The secondterm is the

generalizedstressenergy(� � � GeN NGe in Refs. [107, 108, 109]) under normal stress
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conditions. For simplicity, we will describe it as N E s. � ~� valuesfor various dopants

are listed in Table 7.2, and the applied strain is determinedassumingpseudomorphic

growth conditions. The internal energyis the sumof electricpotential energiesof ions

and free chargecarriers, and binding energies:

N u = � f N Ze + N �E b + (1 � f )N Ed + (n � ni )Ec � (p � pi )Ev; (7.3)

where is electric potential, f is the ionized fraction of the dopant, Z is the charge

state of the dopant, ni and pi are intrinsic carrier concentrations, �E b (� E bN pair ed=N )

is the averagedbinding energyof dopant-Ge pairs, n (p) is the electron (hole) con-

centration, and Ec (Ev) is the conduction band minimum (valenceband maximum).

Averagedbinding energyrather than direct binding energyshould be usedsincethe

pairing probability is lessthan 1. In Eq. 7.3, the �rst term is the electric potential

energyof the ion, and the last three terms are electronenergy.

The number of possiblecon�gurations is given by


 a =

 T otal

a (N )

 a(0)

=

8
>>><

>>>:

NL !
N !NGe!(NL � NGe � N )!

(NL � NGe)!NGe!
NL !

for B;

NL !
N !(NL � N )!

(NL � NGe)!NGe!
NL !

for P and As;
(7.4)


 e =

 T otal

e (N )

 e(0)

=
Nc!

n!(Nc � n)!
Nv!

p!(Nv � p)!
N !

(f N )![(1 � f )N ]!
� gZ (1� f )N

�
ni !(Nc � ni )!

Nc!
pi !(Nv � pi )!

Nv!
; (7.5)

whereNL is the lattice concentration, NGe is Geconcentration, Nc (Nv) is the electron

(hole) e�ective density of states,and g is the electronspin degeneracy. In counting the

number of possibleatomic con�gurations in Eq. 7.4, we assumedthat B can replace
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only Si not Ge, which is supported by highly suppressedBI complex formation with

Ge [39]. Conversely, P or As di�usivit y in strained Si1� x Gex is slightly higher than

in Si [77, 2], which implies that dopants can replaceGe sites without restriction. To

account for this, we introduced ~Z = (1� Z )=2. Whenchargeneutrality (n� p� Z f N =

0) and full ionization (f = 1) are assumedwithin Maxwell-Boltzmann statistics, then

nEc � pEv + kT ln 
 T otal
e (N ) = N EF ; (7.6)

where EF is the Fermi energy. When N = 0, ni Ec � pi Ev + kT ln 
 e(0) = 0. Thus

Eq. 7.2 is simpli�ed to

G = N

 

� Ze + ZEF + �E b + E s + kT ln
N

NL � ~ZNGe

!

: (7.7)

Finally, the electrochemical potential of the dopant is given as the derivative of G

with respect to N :

� = � Ze � N Ze 0+ ZEF + ZN E 0
F + �E b + E s

+ kT ln
N

NL � ~ZNGe
+ kT (7.8)

= � Ze + ZEF + �E b + E s + kT ln
N

NL � ~ZNGe
+ kT: (7.9)

In Eq. 7.8, the derivative of built-in potential cancelsout the derivative of the Fermi

energy.

7.3 Segregation ratio

7.3.1 Derivation of segregation ratio

Selectinga referenceenergyis important in usingEq. 7.9in Eq. 7.1. Although Hu [108]

usedundopedlow temperatureSi1� xGex /Si heterostructureband alignment (Fig. 7.1

(a)) to account for a part of the di�erence in electronenergy, the electronenergyis a
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Figure 7.1: Band alignment at strained-Si1� xGex /Si interface without band bending
(a), and with band bending(b). Chargeneutrality breaksdown near the junction due
to di�erent work functions in each sideunlessall the chargesare frozen. This builds
up an electric potential and causesa band bending acrossthe junction.

constant acrossthe interface becauseband bending occurs to match the Fermi level

in both regionswithin the order of the Debye length
q

� SikT=q2N . Within a short

distanceon the order of the Debye length from the interface, chargeneutrality does

not hold, and thus Eq. 7.6 is not valid. However, the Debye length is only on the

order of 1 nm at 900oC and 5� 1019 cm� 3, which is the experimental condition in Hu

et al. [108] and Moriya et al. [110]. Thus Fig. 7.1 (b) is the proper band alignment

and our description of electron energyis valid.

Eqs. 7.1 and 7.9 can be combined to yield the segregationratio:

kseg = (1 � ~Zx) exp

 
Ze�  � � �E b � � E s

kT

!

; (7.10)

where x is the Ge fraction. � indicates the di�erence between region 2 (Si1� xGex)

and 1 (Si) throughout this chapter with the exceptionof � � . The built-in potential

term e�  is an implicit function of kseg and it is given by

e�  = � � + �( Ec � EF ) = � � + kT ln
Nc2

n2

n1

Nc1
; (7.11)
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where� is the electrona�nit y.

We use a numerical solution of Eq. 7.10 to compare our calculations with ex-

periments. However, the two limiting casesdeterminedby the ratio betweendopant

concentration and intrinsic carrier density provide a guidefor the rangeof segregation

ratios. Under intrinsic conditions n � p � ni =
q

NcNv exp(� Eg=kT). Therefore,

the intrinsic segregationratio is given as

kseg = (1 � ~Zx)
� Nc2Nv1

Nc1Nv2

� Z=2

exp

 
Z � � � � �E b � � E s + Z � Eg=2

kT

!

:(7.12)

Underextrinsic conditions,n1=n2 becomes1=kseg for n-typeor kseg� Nc1Nv1=(Nc2Nv2)�

exp(� Eg=kT) for p-type combined with n2
i = np. Applying theseresults in Eq. 7.10

yields the extrinsic segregationratio:

kseg =

8
>>>><

>>>>:

s

(1 � ~Zx)
Nc2

Nc1
exp

 
Z � � � � �E b � � E s � ~Z � Eg

2kT

!

n � type
s

(1 � ~Zx)
Nv2

Nv1
exp

 
Z � � � � �E b � � E s � ~Z � Eg

2kT

!

p � type;
(7.13)

For p-type material Nv replacesNc in Eq. 7.13. Note that ~Z � Eg is usedinstead of

Z � Eg in extrinsic case.

7.3.2 E�e ctive density of states

The �rst signi�cant factor in segregationis the changein EDS (Nc and Nv). As more

Ge is incorporated, EDS decreasessinceGe-inducedstrain removesdegeneracyof the

band structure. When compressive biaxial stressis applied, the electron density of

statesat room temperature rapidly decreasesto 2=3 of the unstressedvalue because

compressive biaxial stresslowers the energyof 4 out of 6 conduction band minima.
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(a) EDS at room temperature (b) EDS at 850oC

Figure 7.2: E�ectiv e density of statesin Si1� xGex . Biaxial compressive stressreduces
6-fold degeneracyof conductionband minima to 4-fold degeneracy, thus electronEDS
of Si1� x Gex is roughly 2/3 of pure Si. However, hole EDS decreasescontinually as
more Ge is added. High temperature electron EDS decreasesslower than the room
temperature value due to thermal smearing.

We calculatedhigh temperature Nc value basedon Eq. 22 and Table 1 in Ref. [44]:

Nc = 2 �
�

g1 + g2 exp
�

�
� Ec;split

kT

��

�

 
mkT
2� �h2

! 3
2

; (7.14)

whereg1 (g2) is the degeneracyof the lowered (raised) conduction band minima. In

compressively strained Si1� xGex , g1=4 and g2=2. Sincethe electrondensity of states

(DOS) massis almost constant with varying Ge fraction [112] and temperature [113],

Eq. 7.14 is still valid in Si1� xGex at high temperature. � Ec;split is the energysplit-

ting of the conduction band at the � valley. It can be determined by the uniaxial
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deformation potential � u [114]:

� Ec;split = � E 001
c � � E 100;010

c (7.15)

=
2
3

� �
u (� ? � � k) �

�

�
1
3

� �
u (� ? � � k)

�

(7.16)

= � �
u (� ? � � k): (7.17)

The hole EDS, Nv, can be obtained in a similar way to Nc:

Nv = 2 �
�

m3=2
r + m3=2

l exp
�

�
� Ev;spl it

kT

��

�

 
kT

2� �h2

! 3
2

; (7.18)

where mr (ml ) is the hole EDS massof the raised (lowered) bands, and � Ev;spl it is

the valenceband splitting at the � point:

� Ev;spl it = � Ev2 � � Ev1 (7.19)

=
� 1
3

� 0 �
1
2

� E
�

�

2

4 �
1
6

� 0 +
1
4

� E +
1
2

�

� 2
0 + � 0� E +

9
4

(� E)2
� 1

2

3

5 (7.20)

=
1
2

� 0 �
3
4

� E �
1
2

�

� 2
0 + � 0� E +

9
4

(� E)2
� 1

2

; (7.21)

where� 0 is the spin-orbit splitting, and � E = 2b(� ? � � k) with the uniaxial deforma-

tion potential b. The v2 band is a pure j 3
2; 3

2 > state and the v1 band is the mixture

of j 3
2; 3

2 > and j 1
2; 1

2 > states. The parametersusedin the calculationsaresummarized

in Table 7.1.

The hole EDS equation (Eq. 7.18) looks similar to the electron EDS equation

(Eq. 7.14). However, the hole EDS varies in a more complicated way due to non-

parabolicity of the bands. Sinceno hole EDS data hasbeenreported at high temper-

ature, we calculatedhigh temperature hole EDS by integrating the density of states
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Table 7.1: The parametersusedto calculatee�ective density of states.

Si Ge
� u [114] 9.16 9.42
� 0 [114] 0.04 0.3

b [115, 44] -1.5 -2.2

(DOS) massprovided by Fu et al. [116].

E =
�h2k2

2mD OS(E)
(7.22)

m3=2 =
1

(kT)3=2F1=2( EF
kT )

Z 1

0

m3=2
D OS(E)E 1=2

1 + exp
�

E � EF
kT

� dE; (7.23)

wheremD OS is the density of states e�ective mass,and F1=2 is the Fermi integral of

order 1=2. In Eq. 7.18,mr and ml arede�ned in a way to include the non-parabolicity.

The results are plotted in Fig. 7.2. At both room and high temperatures, the hole

EDS varies acrossa wider range than the electron EDS. As expected, the electron

EDS convergesto 2/3 of the unstrained value at a high Ge fraction.

7.3.3 Band gapnarrowing

The secondsigni�cant factor in the segregationequations (Eqs. 7.12 and 7.13) is

the band gap narrowing in strained Si1� xGex . There have beenmany experimental

measurements of the band gap in strained-Si1� xGex and Yang et al. summarized

the results in Ref. [44]. When x < 0:40, the deviation among data is small and

Yang et al. suggested� 0:896x + 0:396x2 for � Eg, which wasusedin our segregation

calculations. Sincethe band structure of strained-Si1� xGex is similar to that of Si and

has similar temperature dependenceto Si [44], � Eg is temperature independent at

practical Geconcentrations of interest. The intrinsic carrier density canbedetermined

as a function of Ge fraction ni (x) by combining EDS and Eg and it is plotted in
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Figure 7.3: Intrinsic carrier concentration in Si1� xGex .

Fig. 7.3.

7.3.4 Stressenergy

The last major factor in segregationratio is the stressenergy. The key parameter

in stressenergy, the induced strain � ~� , was calculated using the density functional

theory (DFT) code VASP [58, 59, 60]. For B and P, the calculated values agree

well with experimental data, but for As, the theoretical value has the opposite sign

to the experimental value by Cargill et al. [18] (Table 7.2). However, the absolute

di�erence is small and the discrepancycanbeexplainedby the existenceof As-vacancy

complexes,as discussedin Section4.3.

The applied strain in biaxially stressedSi1� xGex is a function of the Ge fraction
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Table7.2: Inducedstrains dueto dopants. The valuesin parenthesisareexperimental
data. a Ref. [19], b Ref. [18], c Ref. [20]

P As B
� � -0.08 0.018 -0.302

� ( � 10� 24 cm3) -1.6 (-1.9a) 0.36(-0.4b) -6.04(-6.3c)

x aswell as temperature, and it is given as

� k(x; T) =
aSi (T) � aSi 1� x Gex (T)

aSi 1� x Gex (T)
; (7.24)

� ? (x; T) = � 2
C12(x; T)
C11(x; T)

� k(x; T); (7.25)

where � k (� ? ) is in- (out-of-) plane strain, and a(x; T) is the lattice constant of

Si1� xGex , which is given by

a(x; T) = a0(x)

 

1 +
Z T

298
� (x; T0)dT0

!

; (7.26)

where� (x; T) is the linear expansioncoe�cien t, which wastakenfrom Ref. [117]. The

room temperature lattice constant a0(x) wasobtainedfrom Ref. [118]. Combining the

temperature dependenceof the Si elastic constant [119] with the Ge concentration

dependence[118], we alsoestimatedelastic constants C11(x; T) and C12(x; T) as,

C11(x; T) = (165:8 � 37:3x � 0:0128T)GPa; (7.27)

C12(x; T) = (63:9 � 15:6x � 0:00480T)GPa: (7.28)

In previousChapters,we calculatedthe stressenergy(� V0� ~� � C � ~� (x)) basedon the

assumption that V0 and C are a constant and ~� (x) is independent of temperature.

Although ~� is nearly temperature-independent becausethe samethermal expansion

coe�cien t is usedfor aSi and aSi 1� x Gex , the lattice volume and elastic constants are
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Figure 7.4: Stressenergywith varying V0 and C (solid line) and stressenergywith
constant V0 and C (broken line).

subject to changewith varying x and T. We tested whether the full consideration

of temperature and Ge fraction for all the parametersin the stressenergyequation

(� V0(x; T)� ~� � C(x; T) � ~� (x; T)) made a signi�cant change to our previous results.

Fig. 7.4 comparesthe stressenergyfrom the simpli�ed equation to the stressenergy

from the full equation for substitutional B. Even when the dopant producesa large

inducedstrain aswith B, the result is nearlyunchanged.This indicatesthat the e�ects

of increasedlattice volumescompensatethe e�ects of the reducedelastic constant.

Thus all the work using the simple versionof stressenergyin the previousChapters

is still valid.

7.3.5 Binding energy and electron a�nity

The binding energiesare calculatedusing DFT. For all three cases(i.e., B-Ge, P-Ge,

and As-Ge) the magnitude of direct binding energy was lessthan a couple tens of
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Figure 7.5: Left: Schematic plot of the e�ects of EDS on dopant segregationas
a function of Ge fraction. The reducedEDS in Si1� xGex always makes acceptors
segregateinto Si, but it dependson doping condition for donors. Right: Schematic
plot of the e�ects of reducedbandgapon segregationratio asa function of Gefraction.
The smaller bandgap of Si1� xGex helps acceptorssegregateinto Ge, but it is the
opposite for donors.

meV, and thus averagedbinding energycan be ignored in our calculations.

The last factor, � � , is � � Ec in undoped conditions as seen in Fig. 7.1(a).

While theoretical calculations using ~k � ~p methods and deformation potential pre-

dicted type-I alignment when x < 0:4 [114, 120], there is growing evidencethat

strained-Si1� xGex /Si forms type-II alignment via exciton energymeasurements and

calculations[121, 122, 123, 124, 125]. However, regardlessof the type of alignment,

the magnitude is small and the impact of electrona�nit y on segregationis minimal.

We linearly interpolated the value at x = 0:48 provided by Ni et al. [121], which is

more conservative than that by Penn et al. [124]: � � (x) = � 0:0625x.

7.4 Dopan t segregation

The three major factors in the segregationratio (Eqs. 7.12 and 7.13) are e�ective

density of states,band gap, and stressenergy.



98

(a) E�ectiv e density of states

As shown in Fig. 7.2, the changein electronEDS is much lessthan that in hole

EDS. This di�erence causesB (P and As) to segregateout of (into) strained

Si1� xGex under intrinsic doping conditions (Eq. 7.12). Under extrinsic condi-

tions, changesin EDS causeboth typesof dopants to segregateout of strained

Si1� xGex , but the e�ect is weaker for donorsdueto slowly varying electronEDS.

(b) � Eg

The electric �eld due to the reducedband gap of Si1� xGex results in the op-

posite type of intrinsic segregationfor donors and acceptors,and it has the

strongeste�ect on intrinsic donor segregationinto Si. However, the band gap

di�erence makesa minimal impact on extrinsic donor segregationdueto aligned

conduction band. For acceptors,a large built-in potential is formed sinceband

alignment occursat the valenceband maximum, and thus it causesB segrega-

tion into Si1� xGex .

(c) Stressenergy

Unlike the two factors above, strain compensationis dependent on not only the

typeof dopant, but the dopant size. Consequently, it is the largestfactor for the

small B atom due to a large negative induced strain (Table 7.2), and it causes

B to segregateinto the Ge rich region. On the other hand, strain compensation

is much weaker for P and As and electric �eld e�ects overwhelm stresse�ects

and result in segregationinto Si.

7.4.1 Donor segregation

The atomic size of P is smaller than that of Si, thus P can releasestress energy

in strained-Si1� xGex . However, strain compensation is not strong enough to over-

come the other e�ects. Fig. 7.6 shows a comparisonbetween our calculations and
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experimental results for P segregation.The calculatedsegregationratio predicts seg-

regation out of strained SiGe,as seenin experiments, but underestimatesthe extent

of segregation. At least someof this di�erence may be due to issuesrelated to the

experiments. In particular, we can note that di�erences betweenChristensenet al.

and our intrinsic valuebecomelargerasthe Gefraction increases.If partial relaxation

had occurredasthey reported [2], stressenergywould be reducedand strongersegre-

gation into Si would be expected. In addition, a Si capping layer on top of partially

relaxedSi1� xGex experienceslattice expansion,thus the strained-Si1� xGex /Si descrip-

tion should be shifted somewhattoward strained-Si/relaxed-Si1� xGex . In the latter

case,the electron a�nit y increasedue to conduction band lowering [44, 126] over-

whelmssmaller di�erence in the band gap in Eq. 7.12,and the prefactor in Eq. 7.12

is loweredas comparedwith the former case.
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Figure 7.6: P segregationratio at strained-Si1� xGex /Si interface. Filled symbols rep-
resent experimental valuesand open symbols represent corresponding theoretical val-
ues. The predicted value for Kobayashi et al. is not given becausetheir experimental
conditions were beyond the Maxwell-Boltzmann regime. Inset shows As segregation
ratio at 950oC.
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Hu's extrinsic data is even lower than Christensen's intrinsic result and looks

inconsistent with the trend [108]. Combined with higher P di�usivit y in strained

Si1� xGex [2], the strong gradient in the P concentration can enhanceuncertainty in

segregationmeasurements. Kobayashi's result deviatesgreatly from the theoretical

calculation and this can be attributed to partial lattice relaxation in such a thick

(160� 400nm) Si0:75Ge0:25 layer and a slow chemicalpotential increasedue to partial

activation in the Si layer. Partial activation ariseswhen N is near 2 � 1020cm� 3 [4]

and it reducesthe chemical potential with the fractional contribution of the electric

potential energyof the ion (seeEq. 7.9). However, quantitativ e analysisis beyond the

scopeof this work sinceMaxwell-Boltzmann statistics alreadyfail whenN � n � Nc1.

In inset of Fig. 7.6, we also comparedthe As segregationratio with Hu et al. [108].

The measuredvalue is lower than the calculated value possibly due to ignoring the

higher As di�usivit y in strained Si1� xGex [77] than in Si. Due to the small induced

strain of As, minimal strain compensation and thus stronger segregationthan P is

expected.

7.4.2 Acceptor segregation

In acceptor-doped semiconductors,the majorit y charge carriers are holes, thus Z

is changed to � 1. Combined with large stress e�ects, the result is B segregation

into the Si1� xGex layer. Fig. 7.7 shows a comparisonbetween our prediction and

measuredvaluesfor B segregation.Overall, the prediction appearsquite good, with

the calculationsgenerallypredicting slightly more segregationinto the strained SiGe

than observed experimentally. The largest di�erence is for Fang's result with a low

B concentration (CB � 3 � 1017cm� 3 in Si region), which is much smaller than our

calculation. This large di�erence is partially due to the narrownessof the Si1� x Gex

layer. In their experiment, the Debye length is about 11 nm, but the half width

of the Si1� xGex layer is 15 nm. Therefore, the band is not 
at even at the center

of the Si1� xGex layer and the built-in potential is not fully developed accordingly.
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Figure 7.7: B segregationratio at strained-Si1� xGex /Si interface. Filled (open) sym-
bolsrepresent measured(predicted) values. At low Geconcentration (3% Ge), Lever's
data and predicted value overlap. The error bar with open squareis for comparison
to Moriya's data at various temperatures. For better visibilit y, predicted valuesfor
Hu and Moriya are plotted with a small o�set in Ge concentration.

Under such conditions, a Si1� xGex epi-layer that is several times thicker is desirable

for segregationmeasurement.

The B concentration in Lever et al. is comparableto the intrinsic carrier density,

thus the segregationratio is between the intrinsic and extrinsic curves. Hu's result

shows quite good agreement with our prediction [108]. SinceMoriya et al. measured

segregationat various temperaturesin Si0:8Ge0:2, their data is shown as an error bar

in Fig. 7.7. For better visibilit y, we plotted the theoretical prediction for Moriya et

al. and Hu et al. with small o�set on the x axis. In B segregation,stresse�ects are
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dominant, but the changein the band structure still hasa signi�cant e�ect.

7.5 Summary

In summary, we calculatedthe dopant segregationratio at strained-Si1� xGex /Si inter-

faceby consideringband alignment, band gap narrowing due to biaxial compressive

stress,e�ective density of states, and stressenergyas a function of Ge fraction and

temperature. The stresse�ect is the dominant factor for B segregation,while elec-

tronic e�ects, such aschangein band structure and entropy of mixing, are dominant

for P and As. A detailed considerationof the temperature dependenceof the elastic

constant and lattice constant producesa minimal impact on stressenergy. To achieve

better results, we suggesta similar experiment to Fang et al. with a Si1� xGex layer

that is several times thicker.
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Chapter 8

SUMMAR Y AND SUGGESTIONS FOR FUTURE W ORK

In this dissertation, we explored various promising techniques to enhanceultra

shallow junction (USJ) formation. Based on key parameters (induced strain and

binding energy) obtained by using ab-initio methods, we predicted stresse�ects on

dopant di�usivit y and activation, and calculated the pairing coe�cien t betweenco-

dopants and the segregationratio at the interfaceof Si/strained-Si1� xGex . Extensive

DFT calculations were used to explain retarded B di�usion in strained Si1� x Gex ,

which has been a controversial issue for more than a decade. In this chapter, we

summarizethe work presented in this dissertation, and concludewith suggestionsfor

future work.

8.1 Summary

This dissertationcontributes to the advancement of Si technologyin three main areas:

stresse�ects on dopant di�usion/activ ation, codoping e�ects, and dopant behavior in

SiGe. In the following sections,our primary achievements are summarizedby topic.

8.1.1 Stresse�ects on dopant di�usion and activation

(a) VacancymediatedAs di�usion hasa strongerstressdependencethan inter-

stitial mediatedAs di�usion, and thus As di�usivit y undergoesan enhancement

under biaxial compressive stressbut little changeunder tensile stress.

(b) It was con�rmed that the lowest energyPI structure is the X2 named by

Liu et al. [11]. P di�usion requires two distinct migration paths: inter-ring
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transition (0.1 eV) and intra-ring transition (0.2 eV). Asymmetric PI transition

statesresult in anisotropic di�usion under biaxial stress.

(c) Stresse�ects on dopant-vacancypairs are universaldue to the similarity in

transition statesand the additive nature of inducedstrains.

(d) Ga and In have similar di�usion paths, and the stresse�ects on di�usivit y

are isotropic even under anisotropic stress.

8.1.2 Dopant-dopant interaction

(a) The attractiv e binding of B-In pairs originates from localizedholesand it

is detrimental to dopant activation.

(b) Strong binding between P and In/Ga can enhancethe solubility of both

dopants, and the largepairing coe�cien t betweenP-In/Ga suggestsan enhance-

ment in dopant activation via multiple binding.

8.1.3 Dopant di�usion and segregation in SiGe

(a) Retarded B di�usion in strained SiGe is due to global stresse�ects and

local Ge e�ects. The latter is weaker than the former, but still signi�cant.

(b) The dopant segregationratio equation at the interfaceof Si/strained-SiGe

was derived by consideringthe detailed electronic properties of strained SiGe.

The threemain contributions aree�ectivedensity of states,band gap,and stress

energy.

(c) Acceptorssegregateinto SiGeand donorsout of SiGe.
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8.2 Suggestions for future work

In this work, wemainly focusedon point defectand small clusters. However, extended

defects(e.g., f 311g defectsand dislocation loops) can be createdduring processnear

end of range(EOR) regionsor highly stressedregions.Thesedefectsare detrimental

to MOSFET scaling since they degradethe performanceand reliabilit y of devices.

As computing power grows rapidly in accordancewith the advancein silicon technol-

ogy, the accessiblesystemsizesand time scalesfor DFT calculationsare continually

expanding. As a consequence,large defectssuch as f 311g defectsand dislocation

loops come into the scope of DFT calculations. The stressenergy model we used

in this work can be extended to these defects. In this case, induced strains have

shearcomponents and thus we should treat the stressenergyequationasa full tensor

equation. Preliminary work on extendeddefectsfound that f 311g defectsare favored

over dislocation loopswhena small number of interstitials are involved and there is a

crossover point as the number of interstitials increases.It would be of great interest

to perform KLMC simulations of comprehensive defect evolution models including

small I/V clusters,f 311g defects,and dislocation loops.

As shown in Chapter 4, the active As concentration is di�erent from the total

chemical As concentration at high doping conditions and it is limited by As-V clus-

tering. Another n-typedopant, P, alsoshowsa similar activevs. total P concentration

curve [4]. Combined, the similar P-V biding energyto As-V binding energysuggests

that both As and P deactivation kinetics are alike. However, the signi�cant negative

inducedstrain due to P is expectedto enhanceP activation under compressive stress.

The B di�usion model in SiGe we developed in Chapter 6 can be applied to other

elements like P or As. Extending the model to a comprehensive KLMC model includ-

ing dopant-defect formation kinetics would be of great interest becausethe annealing

processusually stopsbeforethe systemreachesequilibrium. We alsosuggesta more

dedicatedsegregationexperiment with particular attention given to the thicknessof
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the strained layer and lattice relaxation.

8.3 Final Conclusion

In this dissertation, we demonstratedhow DFT calculationscan be usedto improve

our understandingof complicateddopant/defect behavior in Si. DFT hasbecomean

essential tool in studying material propertiesand atomic behavior of dopants/defects

in Si, and is making an important contribution to the development of silicon tech-

nology. Likewise, faster microprocessorsin turn improve the predictive capability

of DFT. Based on an optimistic outlook, advancesin chip fabrication technology

accompaniedby the improvement of computing power may eventually lead to fully

atomic-scalesimulations of devices.
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Appendix A

DEVELOPMENT HISTOR Y OF DFT POTENTIALS

Although the Hohenberg-Kohn and Kohn-Sham theorieswere published in 1964

and 1965,respectively, there had beenearlier attempts to make the exchangeenergy

term local. The �rst attempt was made in Slater's paper: "A Simpli�c ation of the

Hartree-Fock Method." (Phys. Rev. 81, 385 (1950)). Even in the 1920's,Thomas

and Fermi described the energy of homogeneouselectron systemsusing the local

kinetic energy functional. Those early attempts were not very successfuland DFT

becameuseful only after LDA was available in 1970's. LDA provides qualitativ ely

correct descriptions, however, it still lacks accuracy in describing the energeticsof

chemical reactions. The accuracy is much improved in GGA, developed in 1980's,

but it is still far from the chemists' goal (1 kcal/mol� 43.4 meV/atom). Therefore,

more sophisticated functionals (e.g., meta-GGA and hybrid functionals) have been

developed to achieve the goal (seeFig. 2.2). Table A.1 provides the development

history of thesefunctionals.
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Table A.1: The development history of DFT function-
als. The most commonnamesin the literature are used
and popular functionals are written in italics. This table
was madeby Mark E. Casida,and is presented with the
author's permission.

Name Year Reference Commen ts

Exchange-correlation functionals, Exc

CAM-
B3LYP

2004 T.Yanai et al.,
Chem. Phys. Lett. 393, 51

xc, hybrid, "Coulomb attenuated
method":short range DFT + long
rangeHF

TPSSh 2003 V. Staroverov et al.,
J. Chem. Phys. 119, 12129

xc, meta-GGA-hybrid

TPSS 2003 J. Tao et al.,
Phys. Rev. Lett. 91, 146401

xc, meta-GGA , ab-initio

mPBE 2002 C. Adamo et al.,
J. Chem. Phys. 116, 5933

xc

OPTX 2001 N. Handy et al.,
Mol. Phys. 99, 403

x, GGA

LC 2001 H. Iikura et al.,
J. Chem. Phys. 115, 3540

xc , "Long rangecorrection": short
rangeDFT + long rangeHF

PCS00 2000 E. Proynov et al.,
J. Chem. Phys. 113, 10013

xc, meta-GGA

B00 2000 A. Becke,
J. Chem. Phys. 112, 4020

xc, meta-GGA

PBE0 1999 C. Adamo et al.,
J. Chem. Phys. 110, 6158

xc, hybrid, more or lessab-initio

PKZB 1999 J. Perdewet al.,
Phys. Rev. Lett. 82, 2544

meta-GGA

SAOP 1999 O. Gritsenko et al.,
Chem. Phys. Lett. 302, 199

xc, OEP-like GGA,
orbital-dependent

tauPBE 1999 M. Ernzerhof et al.,
J. Chem. Phys. 111, 911

xc, meta-GGA, based on PBE
GGA

Continued on next page
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Table A.1 { contin ued from previous page

Name Year Reference Commen ts

RPBE 1999 B. Hammer et al.,
Phys. Rev. B 59, 7413

xc, GGA, basedon PBE GGA

EDF1 1998 R. Adamsonet al.,
Chem. Phys. Lett. 284, 6

xc, GGA, semiempiricalbasis-set
dependent �t to G2 data

mPW1,
3PW

1998 C. Adamo et al.,
J. Chem. Phys. 108, 664

ZY98 1998 Y. Zhang et al.,
J. Chem. Phys. 109, 2604

not a new functional, but points
out a problem with the old ones.

VSXC 1998 T. Voorhis et al.,
J. Chem. Phys. 109, 400

xc, meta-GGA

SB98b 1998 H. Schmider et al.,
J. Chem. Phys. 109, 8188

SB98a 1998 H. Schmider et al.,
J. Chem. Phys. 108, 9624

B98 1998 A. Becke,
J. Chem. Phys. 109, 2092

HCTH 1998 H. Hamprecht et al.,
J. Chem. Phys. 109, 6264

xc, GGA, semiempirical

GCRA98 1998 O. Gritsenko et. al.,
Chem. Phys. Lett. 296, 307

WDA + gradient correction

revPBE 1998 Y. Zhang et. al.,
Phys. Rev. Lett. 80, 890

xc, GGA, a modi�cation of PBE
that has been used successfully
with surfacecalculations

K2-
BVWN

1998 S. Kafa�,
J. Phys. Chem.A 102, 10404

xc, hybrid, interesting results,but
unclear (or incorrect)

HFS-
BVWN

1998 S. Kafa� et al.,
J. Phys. Chem. A 102, 3202

FT98 1998 M. Filatov et al.,
Phys. Rev. A 57, 189

FT97 1997 M. Filatov et al.,
Mol. Phys. 91, 847
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B97 1997 A. Becke,
J. Chem. Phys. 107, 8554

PBE 1996 J. Perdewet. al,
Phys. Rev. Lett. 77, 3865

xc, GGA, constructed nonempiri-
cally, exact for the uniform elec-
tron gasand very usefulfor solids.

ACM 1995 J. Baker et al.,
J. Chem. Phys. 102, 2063

LAP 1995 E. Proynov et al.,
Phys. Lett. 230, 419

c, meta-GGA, includesthe Lapla-
cian of the chargedensity

PVS 1994 E. Proynov et al.,
Phys. Rev. B 49 7874

c, local

B3LYP 1994 GaussianInc.,
GaussianNEWS, 5, 2

xc, hybrid

B3P 1993 A. Becke,
J. Chem. Phys. 98, 5648

xc, hybrid

1/2&1/2 1993 A. Becke,
J. Chem. Phys. 98, 1372

xc, hybrid, the original hybrid
functional

PW91 1991 J. Perdewet al.,
Phys. Rev. B 46, 6671

xc, GGA, constructed non-
empirically, exact for the uniform
gas, and very useful for solids.
Note that this GGA is very
unusual in that it was widely
incorporated in many DFT pro-
grams signi�cantly before any
report appearedin the literature.

WL90 1990 L.Wilson et al.,
Phys. Rev. B 41, 12930

c, GGA, simple GGA satisfying
certain coordinate scalingrequire-
ments.

BR89 1989 A. Becke et al.,
Phys. Rev. A 39, 3761

xc, meta-GGA

LYP 1988 C. Lee et al.,
Phys. Rev. B 37, 785

x, GGA, used in the B3LYP hy-
brid

Continued on next page
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B 1988 A. Becke,
Phys. Rev. A 38, 3098

x, GGA, asymptotically correct
energydensity

DK87 1987 A. DePristo et al.,
J. Chem. Phys. 86, 1425

PW86 1986 J. Perdewet al.,
Phys. Rev. B 33, 8800

x,GGA

LM83 1983 D. Langreth et al.,
Phys. Rev. B 28, 1809

c,GGA, essentially the �rst GGA

SIC 1981 J. Perdewet al.,
Phys. Rev. B 23, 5048

xc, SIC, the most popular self-
interaction correction containing
an important parameterization of
the LDA

LP80 1980 D. Langreth et al.,
Phys. Rev. B 21, 5469

GGA, critical seminal paper for
GGAs

SMW80i 1980 C. Shih et al.,
J. Chem. Phys. 73, 1340

Xalpha, beta , semiempirical

LDA 1965 W. Kohn et al.,
Phys. Rev. 140, A1133

xc, local

DFT 1964 P. Hohenberg et al.,
Phys. Rev. 136, B864

the founding formal paper of mod-
ern density-functional theory

Xalpha 1974 J. Slater, The Self-ConsistentField for Molecules and Solids,
McGraw-Hill, New York, x, local, an LDA-lik e functional

Mo del exchange-correlation poten tials, vxc

GRAC 2001 M. Gr•uning et al.,
J. Chem. Phys. 114, 652

xc, model xc potential

AC 1998 M. Casidaet al.,
J. Quant. Chem. 70, 933

xc, GGA, asymptotically cor-
rected potential

LRC95 1995 A. Lembarki et al.,
Phys. Rev. A 52, 3704

xc, GGA, asymptotically cor-
rected potential

LB94 1994 R. van Leeuwen et al.,
Phys. Rev. A 49, 2421

xc, GGA, asymptotically cor-
rected potential

Continued on next page
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KLI 1990 J. Krieger et al.,
Phys. Lett. A 146, 256

x, rung 4 (seeFig. 2.2)

ALT81 1981 K. Aashamaret al.,
Molec. Phys. 14, 803

xc, OEP from MCSCF

ALT79 1979 K. Aashamaret al.,
Molec. Phys. 12, 3455

xc, OEP from MCSCF

PT78b 1978 M. Pant et al.,
Phys. Lett. A 68, 154

x, OEPx

PT78b 1978 M. Pant et al.,
Phys. Rev. A 17, 1819

x, OEPx

TS76 1976 J. Talman et al.,
Phys. Rev. A 14, 36

x, The �rst computations of the
OEP (exchange-only)

SH55 1955 R. Sharp et al.,
Phys. Rev. 90, 317

x, the �rst formulation of the op-
timized e�ective potential (OEP)

S50 1950 J. Slater,
Phys. Rev. 81, 385

x, the �rst concept of a localized
exchangepotential

Kinetic energy functionals, T s

WGC99 1999 Y. Wang et al.,
Phys. Rev. B 60, 16350

W97 1997 T. Wesolowski et al.,
J. Chem. Phys. 106, 8516

GGA

W 1935 C. Weizs•acker et al.,
Z. Phys. 96, 451

gradient-correction, the �rst
gradient-corrected Ts

TF 1927 L. Thomas,
Proc. Cambridge Philos.
Soc. 23, 542;
E. Fermi,
Rend. Accad, Lincei 6, 602

LDA, the �rst kinetic energyfunc-
tional
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Appendix B

INTERSTITIAL STR UCTURES IN SI LA TTICE

There are various high symmetry interstitial structures in the silicon lattice and
they play an important role in atomic transitions. Usually, a dopant/defect migrates
from a high symmetry position to another, and it often corresponds to extrema in
the energy surface. A typical example is the GaI transition: Getet

i (Fig. B.5) is
the minimum energystructure and GaI< 110> split (Fig. B.1) is the transition state.
Thus, in the study of dopant di�usion usingab-initio method, the �rst step is �nding
the formation energyof thesestructures. Here we present simple dopant-defect pair
structures.

Figure B.1: [110]split structure. Si (self-interstitial) and As have the minimum energy
at this position.
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Figure B.2: [001]split structure. It is the minimum energystructure for C.

Figure B.3: Ahex structure. The interstitial atom is at the center of a hexagonalring.
It is the minimum energystate for P+ [11], the transition state for As (seeChapter 3),
and the meta-stablestate for B transition.
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Figure B.4: Bond-centered structure. It is the minimum energystate for F+ [12].

Figure B.5: A tet
i structure. A dopant atom is at the most openand symmetricposition

in the lattice. It is the minimum energystate for Ga (seeChapter 3).
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Figure B.6: AI tet structure. Unlike the A tet
i , the dopant atom is at a substitutional

site and a Si atom is at one of the four nearby tetrahedral sites. It is the minimum
energystate for B (seeChapter 1) and In (seeChapter 3).

Figure B.7: X2 structure. The PI formation energyis the lowest at this structure (see
Chapter 3).
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Appendix C

KLMC CODE FOR PI DIFFUSION

In Chaper 3, we performedKLMC simulations for P, Ga, and In di�usion. Here
we provide the C code usedfor P di�usion.

#include < stdlib.h>
#include < time.h>
#include < math.h>
#include < stdio.h>

const T=1173; /*temp erature */
double k=8.617385e-5,V=2.03e-29, J2eV=1.6e-19; /*ph ysical constants and a lattice vol-
ume */
double C11=156e9,C12=55e9; /*Elastic sti�ness tensor. DFT values*/
double BC ;/*C11+(1-2*C12/C11)*C12, C matrix part under biaxial stress*/
double ISin=-0.05, ISout=0.96; /*Induced strain intra-ring transition*/
double ISsub=-0.08; /*Induced strain of substitutional P*/
double ISpi=0.36; /*Induced strain of PI (ISpi, ISpi, 0) */
double ISHin=0.272, ISHout=0.251; /*Induced strain inter-ring transition */
double MB1=0.2, MB2=0.1; /*Migration barrier */
const Step=20000,Sample=20000;/*Num ber of samplesand steps*/

//determine sign of input.
int sign(int n)
f
return n > 0?1:(n< 0?-1:0);
g

main()
f

int i,j,k; /* dummy index */
int rd int;
int RA, RB, RH1; /*probabilit y of a hop to each direction */
int A[3], B[3], H[3]; /* three lattice sites determining an interstitial position */
int Abu�[3], Bbu�[3], Hbu�1[3], Hbu�2[3]; /* all possiblehopping positions */
int DA[3], DB[3], DH1[3], DH2[3]; /*displacement between the original position and the

new available position. */
int HA[3], HB[3], HAB[3]; /*displacement betweenH and A/B/(A+B/2) */
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oat PI[3], PF[3]; /*initial and �nal interstitial positions */
double x[i]; /*applied strain */
double GA, GB, GH1, GH2, GT; /*transition rate of a hop to each direction*/
double TT; /*total time for one sample*/
double sumTT[9], sumDxx[9], sumDyy[9], sumDzz[9]; /*grand total of time and displace-

ment */
double avTT[9], avDxx[9], avDyy[9], avDzz[9]; /*a verageof time and displacement */
double eA[3], eB[3], eH1[3],eH2[3]; /*induced strain vectors of transition states */
double ePI[3]; /*induced strain vector of a interstitial state */
double Cin[9], Cout[9], Ctotal[9]; /*in terstitial concentrations */
double din[9], dout[9], Din[9], Dout[9]; /*microscopic and macroscopicdi�usivities */

printf(" # Temperature : %f C n n",T-273. );
BC=C11+(1-2*C12/C11)*C12;
for(i=0; i < 9 ; i++) f

// Applied strain.
x[i]=0.0025*(i-4);

// Initialize values.
sumTT[i]=0.0; avTT[i]=0.0;
sumDxx[i]=0.0; sumDyY[I]=0.0; sumDzz[i]=0.0;
avDxx[i]=0.0; avDyy[i]=0.0; avDzz[i]=0.0;
for(j=0; j < Sample; j++) f

//Initialize PI position, it is uniquely determined by three lattice sites (A, B and a nearby
hex).

A[0]=2;A[1]=2;A[2]=2;
B[0]=4;B[1]=0;B[2]=4;
H[0]=3;H[1]=3;H[2]=5;

// Initial PI position it is like (A+B+H)/3.
PI[0]=(A[0]+B[0]+H[0])/3.0; PI[1]=(A[1]+B[1]+H[1])/3.0; PI[2]=(A[2]+B[2]+H[2])/3.0;

// Initialization of Total time for a sample
TT=0;

// 'Step' step random walk.
for(k=0; k< Step; k++) f

HA[0]=H[0]-A[0]; HA[1]=H[1]-A[1]; HA[2]=H[2]-A[2];
HB[0]=H[0]-B[0]; HB[1]=H[1]-B[1]; HB[2]=H[2]-B[2];

// Abu� (Bbu� ) is the neighbor of B (A) in the hex-ring sharedby A, B and H.
Abu�[0]=sign(HA[0])*2+B[0];
Abu�[1]=sign(HA[1])*2+B[1];
Abu�[2]=sign(HA[2])*2+B[2];
Bbu�[0]=sign(HB[0])*2+A[0];
Bbu�[1]=sign(HB[1])*2+A[1];
Bbu�[2]=sign(HB[2])*2+A[2];

// Displacement to two nearby hex sites sharing A-B sites.
DH1[0]=-sign(HA[0])*fmo d(abs(HA[0]),3)*2;
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DH1[1]=-sign(HA[1])*fmo d(abs(HA[1]),3)*2;
DH1[2]=-sign(HA[2])*fmo d(abs(HA[2]),3)*2;
DH2[0]=-sign(HB[0])*fmo d(abs(HB[0]),3)*2;
DH2[1]=-sign(HB[1])*fmo d(abs(HB[1]),3)*2;
DH2[2]=-sign(HB[2])*fmo d(abs(HB[2]),3)*2;

// Displacement betweenA(B) and Abu�(Bbu� )
DA[0]=A[0]-Abu�[0]; DA[1]=A[1]-Abu�[1]; DA[2]=A[2]-Abu�[2];
DB[0]=B[0]-Bbu�[0]; DB[1]=B[1]-Bbu�[1]; DB[2]=B[2]-Bbu�[2];

//Determine induced strain of PI state.
// HAB is the direction vector to the hex site from the PI.
// If HAB[z]=0, in-plane. Otherwise, out-of-plane : 1/3 in-plane, 2/3 out-of-plane.

HAB[0]=H[0]-(A[0]+B[0])/2;
HAB[1]=H[1]-(A[1]+B[1])/2;
HAB[2]=H[2]-(A[2]+B[2])/2;
ePI[0]=HAB[0]==0?0:ISpi;
ePI[1]=HAB[1]==0?0:ISpi;
ePI[2]=HAB[2]==0?0:ISpi;

// Determine Induced strain of transition state for hopping
// Volume expansion is minimal along the moving direction and maximal to the normal
direction.
// ISout > ISin
// In-plane migration -> no Z variation -> induced strain (ISin, ISin, ISout)

eA[0]=(D A[0]==0?ISout:ISin);
eA[1]=(D A[1]==0?ISout:ISin);
eA[2]=(D A[2]==0?ISout:ISin);
eB[0]=(DB[0]==0?ISout:ISin);
eB[1]=(DB[1]==0?ISout:ISin);
eB[2]=(DB[2]==0?ISout:ISin);
eH1[0]=(DH1[0]==0?ISHout:ISHin);
eH1[1]=(DH1[1]==0?ISHout:ISHin);
eH1[2]=(DH1[2]==0?ISHout:ISHin);
eH2[0]=(DH2[0]==0?ISHout:ISHin);
eH2[1]=(DH2[1]==0?ISHout:ISHin);
eH2[2]=(DH2[2]==0?ISHout:ISHin);

// Transition rate
GA=exp((V*(eA[0]+eA[1]-ePI[0]-ePI[1])*B C*x[i]/ J2eV+MB 1)/k /T);
GB=exp((V*(eB[0]+eB[1]-ePI[0]-ePI[1]) *BC*x[ i]/J2eV+MB1 )/k /T);
GH1=exp((V*(eH1[0]+eH1[1]-ePI[0]-ePI[1])* BC*x[i ]/J2eV+MB2 ) /k/T);
GH2=exp((V*(eH2[0]+eH2[1]-ePI[0]-ePI[1])* BC*x[i ]/J2eV+MB2 ) /k/T);

// Total transition rate at a given site for the 4 possibletransitions.
GT=GA+GB+GH1+GH2;

// Total time.
TT=TT+1/GT;

// random number generation and probabilit y for given transition.
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rd int = rand();
RA= 
o or(GA*RAND MAX/GT);
RB= 
o or((GA+GB)*RAND MAX/GT);
RH1= 
o or((GA+GB+GH1)*RAND MAX/GT);

// Chooseone hop direction out of 4 and update the position.
if (rd int < RA) f
A[0]=Abu�[0]; A[1]=Abu�[1]; A[2]=Abu�[2]; g

elseif (rd int < RB)f
B[0]=Bbu�[0]; B[1]=Bbu�[1]; B[2]=Bbu�[2]; g

elseif (rd int < RH1)f
H[0]=DH1[0]+H[0]; H[1]=DH1[1]+H[1]; H[2]=DH1[2]+H[2]; g

elsef
H[0]=DH2[0]+H[0]; H[1]=DH2[1]+H[1]; H[2]=DH2[2]+H[2]; g;

g;
// Final PI position.

PF[0]=(A[0]+B[0]+H[0])/3.0;
PF[1]=(A[1]+B[1]+H[1])/3.0;
PF[2]=(A[2]+B[2]+H[2])/3.0;

// Grand total displacement and time of P atom for 'Sample' samples.
sumDxx[i]=sumDxx[i]+(PI[0]-PF[0])*(PI[0]-PF[0]);
sumDyy[i]=sumDyy[i]+(PI[1]-PF[1])*(PI[1]-PF[1]);
sumDzz[i]=sumDzz[i]+(PI[2]-PF[2])*(PI[2]-PF[2]);
sumTT[i]=sumTT[i]+TT;
g

// Averagevalue per sample.
avDxx[i]=sumDxx[i]/Sample;
avDyy[i]=sumDyy[i]/Sample;
avDzz[i]=sumDzz[i]/Sample;
avTT[i]=sumTT[i]/Sample;
Cin[i]=exp(V*(2*ISpi-2*ISsub)*BC*x[i]/J2eV/(k*T));
Cout[i]=exp(V*(ISpi-2*ISsub)*BC*x[i]/J2eV/(k*T));
Ctotal[i]=Cin[i]/3.+Cout[i]*2/3.;
din[i]=a vDxx[i]/a vTT[i];
dout[i]=a vDzz[i]/avTT[i];
Din[i]=din[i]*Ctotal[i];
Dout[i]=dout[i]*Ctotal[i];
g

// Prin t normalized di�usivit y and concentration.
printf(" strain din dout Din Dout Cin Cout Ctotal n n");
for (i=0; i< 9; i++) f
printf(" %f %f %f %f %f %f %f %f n n", x[i], din[i]/din[5], dout[i]/dout[5], Din[i]/Din[5],

Dout[i]/Dout[0], Cin[i], Cout[i], Ctotal[i]);
g

g
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